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Abstract—Quality of voice delivered over packet networks is 

affected by various factors such as packet loss, end-to-end 

delay, packet delay variation (jitter) and codec bit rate. 

Different approaches and models predict speech quality as a 

function of such impairments. In order to ensure a continuous 

play-out of voice transmitted over a packet switched network, 

jitter buffers are commonly used to counter jitter introduced 

by queuing. In this paper, we propose a new adaptive jitter 

buffer algorithm based on optimizing the predicted voice 

quality. The algorithm consists of an adaptive play-out 

mechanism based on the extended E-Model taking into account 

packet loss pattern and a time-scaling technique relying on a 

speech classification mechanism embedded in the decoder. In 

our work, we apply the time-scaling to the modified AMR WB 

decoder. Simulation results show that the proposed algorithm 

outperforms the best existing algorithms in a variety of 

different network scenarios under bursty packet loss. 

Keywords - adaptive jitter buffer; E-Model; AMR WB; time- 

scaling; bursty packet loss 

I. INTRODUCTION  

Transport of Voice over IP (VoIP) is one of the most 
important applications among recent IP-based 
telecommunication services. VoIP can be seen as an 
alternative to the traditional circuit switched telephony with 
the advantages of reduced cost, simplified network and 
simplified network management. The main challenge is to 
guarantee the same Quality of Service (QoS) as that of 
traditional telephony. Voice quality is the key metric for QoS 
for VoIP applications. Packet losses, latency (delay) and 
delay variation (jitter) are the major factors, inevitable in a 
packet network, contributing to speech quality degradation. 
In particular, the delay jitter introduced by queuing in packet 
switched networks has a devastating impact on the perceived 
quality. In order to smooth delay jitter, a jitter buffer 
mechanism is required at the receiver for ensuring a 
continuous play-out of voice data. 

When a jitter buffer is applied, received packets are 
stored in the buffer after arrival, and played out sequentially 
at scheduled times. Any packet arriving after its scheduled 
playout time is discarded at the receiver, resulting in the so-
called late loss. The late loss rate can be reduced by 
scheduling a later playout time at the expense of an 
excessively longer end-to-end delay. The problem of delay 
jitter is thereby converted into end-to-end delay and packet 
loss. Previous work mainly focused on designing jitter 

buffers solely based on the trade-off between end-to-end 
delay (playout delay) and packet loss rate due to late arrival. 
The playout delay is adjusted either at the beginning of each 
talk-spurt [2][3] (called per-talk-spurt), or more adaptively 
within the speech talk-spurt using time-scale modification 
[4][5] (called per-packet). Although such designs can 
achieve a minimum average end-to-end delay for a specified 
packet loss rate, they do not take into account the overall 
perceived speech quality. Recently, much effort has been 
devoted to developing approaches to adjust the jitter buffer 
with the objective of optimizing the perceived speech quality 
given by the Mean Opinion Score (MOS) [1][6][7][8]. To 
develop such quality-based approaches, the non-intrusive 
parametric models which estimate MOS values directly from 
network parameters and terminal characteristics are required. 
The ITU-T E-Model [9] is one of the most well-known 
parametric models. The output of the E-Model, the so called 
  value, can be easily mapped onto a corresponding MOS 
value using a transformation given in Appendix I of [9]. 

The ITU-T E-Model has been initially developed as a 
network planning tool [10]. Although the E-Model has 
limited accuracy for evaluating conversational speech quality 
[11][12][13][14], it has shown applicability in the context of 
QoS monitoring [15][16][17]. In [18][19][20], quality-based 
playout scheduling approaches were proposed to maximize 
perceived speech quality using the   value of the E-Model as 
cost function. These approaches adjust the playout delay on 
per-talk-spurt basis and their performance is limited when 
talk-spurts are long and the network delay varies 
significantly. A per-packet quality-based jitter buffer 
algorithm is described in [21]. The playout delay estimation 
is designed as an unconstrained optimization problem that 
maximizes the   value. However, in per-packet jitter buffer 
management, a speech frame can only be time-scaled within 
a certain range to maintain the naturalness of the original 
speech signal [4]. Thus, a constrained optimization problem 
is more suitable. 

To design a quality-based jitter buffer algorithm, an 
estimate of network delay distribution is required. Some 
works assume a certain parametric model to estimate the 
Cumulative Distribution Function (CDF) of the network 
delay distribution, such as Pareto [21], Weibull [18] and 
Gamma [22]. In fact, delay and jitter in a VoIP session are 
non-stationary and have a high degree of variability even 
within a single session. In particular for jitter buffer 
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management on per-packet basis, the network delay behavior 
cannot be modeled just by a certain type of distribution. 

Many previous works focus on the packet loss 
impairment [11][12][13][23][24]. Some studies assume 
random packet loss for quality estimation and focus only on 
the overall packet loss rate [18][25]. Several studies revealed 
temporal dependencies in packet loss based on network 
statistics. The overall loss rate alone is not sufficient to 
predict the speech quality perceived by users [26]. The 
authors proposed a method to calculate the burstiness level 
from the packet loss pattern which can be converted into an 
equivalent random packet loss factor [27]. The results in [28] 
have shown that other properties such as the loss location 
and the loss distribution also have impact on the perceived 
speech quality.  

In [1], we presented an adaptive jitter buffer system 
implementing per-packet scheduling based on the extended 
E-Model. The system contains a spike detection mechanism 
and a classifier based time-scaling technique similar to that 
proposed in [5]. The time-scaling technique is implemented 
directly inside the AMR-NB decoder [29]. It is advantageous 
for the quality and makes it possible to use the internal 
parameters such as the pitch lag and the gains for time-
scaling. In this paper, we extend our previous work by taking 
into account bursty packet loss and adapting the mechanism 
to wideband speech transmission for AMR-WB [30][31]. 

The rest of the paper is organized as follows. Section II 
gives a brief overview of the extended E-Models including 
the impairment model for random packet loss and bursty 
packet loss. In Section III, the play-out algorithm based on 
optimizing the predicted voice quality is proposed. Section 
IV presents the modified time-scaling embedded in the 
AMR-WB decoder. Simulation results illustrating the 
performance of the proposed scheme are presented in 
Section V. Finally, we conclude this paper in Section VI. 

II. EXTENDED E-MODEL 

A. ITU-T E-Model  

The ITU-T E-Model is a computational model for the 
prediction of the expected voice quality which combines 
different impairments contributing to speech quality 
degradation, such as loudness, background noise, low bit-rate 
coding distortion, codec, echo, packet loss and delay. A large 
set of these impairment factors have been quantified 
regarding their impact on the conversational speech quality. 
The underlying assumption of the E-Model is that all those 
impairment factors are additive on a psychological scale, and 
summed to form a rating factor  . The rating factor lies in 
the range of 0 to 100. An invertible mapping exists between 
  and conversational MOS. A rating of ‘0’ represents a MOS 
value ‘1’ (bad quality) and ‘100’ of   represents MOS value 
‘4.5’ (high quality). For wideband speech transmission,   
can go beyond 100. The output   value is obtained by 
subtracting impairment factors from a basic quality measure 
[9]: 
 

                                                                          

 

where    represents the basic signal-to-noise ratio;    is the 
Simultaneous Impairment Factor which occurs more or less 
simultaneously with the speech signal;    represents the                       
impairments caused by delay;        is the Effective 

Equipment Impairment Factor representing impairments 
caused by low bit rate codecs and packet loss.   is an 
Advantage Factor which has accordingly no relationship to 
any other parameter and normally can be neglected.         

and     are the most important factors to predict voice quality 
in packet networks. 

B. Effective Equipment Impairment Factor  

The model of         in [18] is defined as  

 

                         
   

   

      
    

                       2   

 

where    is a codec specific value and represents the 
equipment factor in loss-free networks.     represents the 

robustness of the codec in lossy networks. ITU-T G.113 
Appendix [32] lists the provisional reference values of 
several codecs, derived from subjective MOS test results and 
network experience. Both the packet loss probability     and 

the Burst Ratio        depend on the packet loss pattern. If 
       = 1, the packet loss is random. If        >1, the 
packet loss is bursty. Otherwise, the packet loss distribution 
is less bursty. Bursty packet loss can be emulated by a two 
state Markov model characterized by two transition 
probabilities:    between “Found” and “Loss” state, and   
between “Loss” and “Found” state.   and   can be obtained 
from the mean loss rate (   ) and the mean burst length 
      as 
 

                         
   

          
   

 

   
                             

 
       can be calculated as [18] 

 

                                    
 

   
                                               

 
By combining (3) and (4),        is calculated as 

 

                                                                             
 

As            , we can express        as a 

function of     and     

 

                               (  
   

   
)                                     

 
As     represents the average length of burst in an 

arrival sequence, it can be calculated by counting the number 
of consecutively lost packets and multiplying the count with 
the corresponding probability as 
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         Burstiness            2                          2                  3                                       1

        lost    received

Burstiness Y                                    1        2       3       ...       20

Probability p(Y)                             1/4   2/4   1/4      0         0

Mean burst length(mbl)     =      1*1/4+2*2/4+3*1/4 =  2

Packet loss rate (Ppl/100)  =      8/20 = 0.4

BurstR = mbl * (1-Ppl/100) =     2*(1-0.4) = 1.2

20 packets

 O   X   X   O   O   O   X   X   O   X   X   X   O   O   O   O   O   X   O   O

 

Figure 1.  Example of        Calculation 

TABLE I.  PROVISIONAL VALUE 

Codec        

AMR-WB 12.65 kbit/s 20 4.3 

AMR-NB 12.2 kbit/s 5 10 

 

                                      ∑                                       

 

   

 

 
where        is the probability for having   
consecutively lost packets. With (6) and (7), we can obtain  
       as 

                       (  
   

   
) ∑                              

 

   

 

 
Fig. 1 gives an example of how to calculate the  

       for a particular sequence of packets. The overall 
number of packets is assumed to be 20. The packet loss 
pattern is described by color in Fig. 1: the red X means a lost 
frame and the blue O represents a successfully received 
frame. By giving the sequence of error information, we can 
calculate an instantaneous        as 1.2 for this sequence, 
as shown in Fig. 1. 

We further divide     into two parts 

 
                                                                               

 
where    is the packet loss rate in the network and    is the 
late packet loss rate caused by packet drops in the jitter 
buffer. Since a packet is discarded when it arrives after its 
scheduled playout time, the late loss rate    is calculated as 
  

         (         ) 

                                       (      )                                                                

 
with      being the CDF of network delay ( ) obtained 
from histogram statistics of previous network delays. 

The provisional planning values of    and     required in 

(2) can be found in [32][33], and the values of AMR-

NB/AMR-WB are listed in Table I. Applying these values to 
(2), we can calculate the        for AMR-NB 12.2 kbit/s as 

 

           
   

   

      
   

 

                                     

     
     

     

      
 

  
   

                        

 
However, the provisional reference values have to be 

derived from a large quantity of subjective tests. In order to 
avoid subjective tests, alternatively,         can be estimated 

with a logarithmic fitness curve as given in [23][24]: 
 
                                                             2  

   
where A, B and C are curve fitting parameters. Other codecs 
may have different forms of curve for        [34]. The 

empirical formula for AMR-NB 12.2 kbit/s is [18]  
 
                                                    

 
A similar equation to (2) for the wideband effective 

equipment factor           under random packet loss 

(         ) is given by [9][35][36]. Similarly, for 
wideband speech codec such as AMR-WB 12.65 kbit/s, 
          can be obtained by applying provisioning values 

from [33] for random packet loss 

             2    
   

       
 

                                           2    
     

      
   
   

              

 
For bursty packet loss, an empirical formula for           

was proposed in [13][26] using Genetic Programming for 
different wideband codecs. For example, the           for 

AMR-WB 12.65 kbit/s is expressed as 
 

          {  (
  (                  )

        
)            

                           2     }                                          

 

C. Delay Impairment Factor 

If     refers to impairments only due to end-to-end delay 
 ,         can be derived by curve fitting as described in [25] 
 
      2                                            
   
where      is the step function (        if    ; 
       else). 
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D. Extended E-Model  

For the extended E-Model, we assume that impairments 
due to other factors such as echo or delay are not present. All 
input parameters and their recommended ranges are found in 
[9]. For those parameters which are not available at the time 
of planning, the default values from the ITU [32][37] are 
recommended. We only focus on IP networks, and the 
expression of E-Model in (1) can be simplified in terms of 
transport-level metrics [25] for narrow band 

 
                   2                                           

 
And a similar expression for wide band [25] is 

 
                              2                                           

 
If we define the sum of    and        as a new impairment 

factor    
 
                                                                                                                                

 
then both (17) and (18) can be simplified as 
 
                                                                                2                                            
 
where      is 93.2 for narrow band and 129 for wide band. 

This formulation of     in (20) is used as the cost 
function in our jitter buffer management to estimate the 
playout delay by maximizing   which is equivalent to 
minimizing  . Equation (11) with        = 1 is already used 
in [1] for AMR-NB random packet loss. We further 
investigate (11) for modeling        of AMR-NB under bursty 

packet loss, (14) for modeling           of AMR-WB under 

random packet loss, and also the empirical formula (15) for 
modeling           of AMR-WB under bursty packet loss. 

The results are shown in Section V. 

III. PROPOSED PLAY-OUT ALGORITHM 

The proposed receiver includes an adaptive jitter buffer 
algorithm and a time-scaling embedded inside the decoder, 
as shown in Fig. 2. The adaptive play-out algorithm is the 
main control unit. Since spikes are very common in VoIP 
transmission, spike detection in [3] is implemented to switch 
between NORMAL mode and SPIKE mode. In SPIKE mode, 
the scheduled playout time follows current network 
condition. In NORMAL mode, the scheduled playout time is 
estimated based on the extended E-Model, as discussed in 
Section II. 

 The play-out algorithm is similar to the one proposed in 
[1], and will be described using the same basic notations 
listed in Table II. For each packet, a certain playout time is 
scheduled at the receiver before its arrival. When a packet 
arrives at the receiver before its scheduled time, it can be 
played out without packet loss. Before playing out the 
current speech frame, the playout delay of the next expected 
packet has to be estimated to obtain the expected frame 
length of the current frame. The playout delay is chosen in 

order to maximize the predicted speech quality in terms of   . 
As discussed in Section II,   depends on the end-to-end 
delay  , network loss rate    , late loss rate    and also 
       regarding bursty packet loss. Both network loss rate 
and        can be calculated based on the loss pattern of 
previous received packets stored in a history window with 
the window size W. The late loss rate is determined by the 
playout buffering algorithm, and thus by the end-to-end 
delay (playout delay).  Therefore, (20) can be expressed as a 
function of playout delay, and applied as the cost function in 
the playout buffering algorithm to predict the voice quality. 

The playout delay for each packet is estimated based on 
maximizing the expected   value. The operation of the jitter 
buffer is based on the statistics of the delay and packet loss 
of the previous received packets.  

The algorithm works as follows 
 

1. Receive a new        , and obtain network delay 

information   
  and error information from the RTP 

header. The loss pattern of the most recent received 
W (history window size) packets is updated and 
       is calculated (default is 1). 

2. Spike detection: check the current network 
condition, and switch between SPIKE/ NORMAL. 

3. Playout time scheduling 
a) If this is the first packet of the talk-spurt, 

follow network delay 

   
    

   

b) Otherwise, use the estimated playout delay  

   
   ̂ 

  

4. Playout delay estimation 
a) SPIKE: follow the current network delay                

  ̂ 
      

 , and skip step 5.                               

b) NORMAL: estimate playout delay based on 
the E-Model. 

5. E-Model based playout delay estimation in 
NORMAL mode 
a) Update delay statistics of the most recent 

received W (history window size) packets only 
in NORMAL mode 

b) Find the optimal playout delay for            

                  ̂ 
      ( ̂ 

   )     
           

      

where      and      are the constraints 
specified  by the time-scaling to make the 
artifacts less audible: 

       
            

         
            

6. Calculate the new length of         
     ̂ 

      
  

                 

7. Send         and expected length     to the 
decoder. 
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Figure 2.  Proposed adaptive jitter buffer at the receiver 

TABLE II.  BASIC NOTATIONS 

IV. TIME-SCALING EMBEDDED IN THE DECODER 

The E-Model based playout scheduling algorithm 
described in Section III is applied specifically to the CELP 
codec. The standard 3GPP AMR-WB decoder [30] is 
modified to embed the time-scaling technique based on 
speech classification. According to the evaluated frame type, 
different time-scaling (extension or suppression) operations 
are applied to the frame in the excitation domain.  

A. Speech Classification  

In our previous work [1], the speech classification was 
based on three parameters: the Voicing Factor, the Spectral 
Ratio and the Energy Variation. The frame type is thus 
identified by comparing them to the predefined reference 
values. Special frames such as plosive or over-voiced frames 
are also differentiated from others by using the internal 
parameters inside the AMR-NB decoder. In order to make the 
classification more accurate, we implement the merit 
function    which has been defined in the VMR codec [38] 
for the frame erasure concealment as 

 

   
 

 
(2 ̅  

       
               

     )         2   

 
where      represents the scaled version of the corresponding 
classification parameters, including: the normalized 

correlations  ̅  , the spectral tilt parameter       estimated as 

the ratio between the low and high frequency energy, the 
signal to noise ratio     of the current frame, the pitch 
stability counter    representing the pitch period variation, 
the relative frame energy       and the zero-crossing counter 
   inside a frame. These parameters are considered together 

to build the merit function. The classification decision of the 
current frame is made depending on the value of    and also 
on the previous frame type.  

The classification rules and also the calculation of all the 
parameters are thoroughly explained in [38]. Following the 
rules, the current frame is classified as VOICED, 
UNVOICED, ONSET and other TRANSITION frames. The 
silence frame is classified as UNVOICED here. The silence 
frame is identified by checking the VAD flag if operated in 
DTX mode, otherwise, the merit function is used. VOICED 
contains stable and periodic components. UNVOICED 
includes silence frame and is more like white noise. 
TRANSITION (including VOICED TRANSITION and 
UNVOICED TRANSITION) and ONSET are characterized 
by rapid variations of the energy. The speech classification 
on the word “success” is illustrated in Fig. 3. 

B. Time-scaling in the excitation domain 

The stretch and suppress operation for a speech sequence 
are illustrated in Fig. 4 (a) and Fig. 4 (b), respectively.  The 
speech sequence can comprise VOICED, UNVOICED, 
TRANSITION and also ONSET frames, as illustrated in Fig. 
3. According to the speech classification of each frame, 
VOICED and UNVOICED frames are processed differently. 
Moreover, some frames are not modified to prevent quality 
degradation, as proposed in [4]. Since pitch lag and pitch 
gain are internal parameters used by the AMR decoders, it is 
also advantageous to scale the speech inside the decoder, 
directly in the excitation domain. The different processing 
operations based on the result of speech classification are 
summarized as follows.  

1) Time-scaling on VOICED: VOICED frames are 
extended or suppressed by adding or removing a certain 
number of pitch cycles to preserve the periodic nature. In the 
loop for each subframe in the analysis frame, information of 
pitch lags and pitch gains is first decoded, and also the 
adaptive codebook is updated before time-scaling to keep 
synchronization. The number of added or subtracted pitch 
cycles is determined by the difference between the original 
frame length and the expected frame length, combined with 
the pitch lag of the subframe. For extension, a certain 
number of pitch cycles are added just before the minimum 
energy point in the excitation signal, as shown in Fig. 5 (a). 
In the subframe with the maximum pitch gain, a search 
window of 20 samples is used to identify the minimum 
energy point     . For suppression, a certain number of 
pitch cycles are removed just before the minimum energy 
point      backwards, as shown in Fig. 5 (b). The minimum 
energy point       is found by searching in the last subframe. 
Fig. 6 (a) and Fig. 6 (b) show the extension and suppression 
of the same VOICED frame in the synthesis domain.  

symbol Definition 

  
  network delay of packet   

  
  actual playout delay of packet   

 ̂ 
  estimated playout delay of packet   

   original frame length, 160 samples for AMR 
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Figure 3.  Speech classification of the word “success” 

 
(a) 

 
(b) 

Figure 4.  Time-scaling for speech sequence: (a) The speech sequence is 

streched. (b) The speech sequence is compressed 

2) Time-scaling on UNVOICED: Time-scaling on 
UNVOICED frames is much simpler. For extension, a 
certain number of zeros are uniformly inserted in the 
excitation of the frame. In order to maintain the average 
energy per sample, a weighting factor which is the ratio 
between the requested and original frame lengths, is 
multiplied to the time-scaled excitation signal. For 
suppression, a certain number of samples are removed from 
the excitation of the frame. The samples can be removed 
from the beginning of the frame if the previous frame is 

UNVOICED or from the end of the frame if the previous 
frame is of other types. The number of zeros inserted or the 
number of samples removed relies on the expected new 
length, the original length and also the pitch lag. 

3) Time-scaling on TRANSITION and ONSET: Since 
TRANSITION and ONSET frames contain components 
characterized by rapid variations, no time scale modification 
is operated on these frames to avoid artifacts. 

C. Modified CELP decoder 

The modification of a simplified CELP synthesis decoder 
is illustrated in Fig. 7. Although the details can be different 
in each specific codec, the basic idea is quite similar. The 
generated excitation is formed by the fixed and adaptive 
codebooks with their corresponding gains. The excitation is 
classified into VOICED/UNVOICED/ONSET and other 
TRANSITION frames. According to the frame type decision, 
different time-scaling techniques are applied to the excitation 
signal. The reconstructed speech is obtained by feeding the 
scaled excitation of new length into the LP Synthesis Filter. 
In order to keep the synchronization between encoder and 
decoder, the adaptive codebook is updated before time-
scaling. 

In the AMR-WB decoder, the modification is a little bit 
more complicated, as the synthesis signal comprises two 
parts: the low-band synthesis        and the high-band 
synthesis      . In the loop of each subframe of the original 
length        (64 samples), the low-band excitation        is 

formed by the fixed and adaptive codebooks with 
corresponding gains. Then the        is post-processed and 
time scaled depending on the speech characteristics. The 
scaled low-band excitation is of the new length          . The 

low-band synthesis        is obtained by feeding the low-
band excitation signal with the new excitation of length 
          to the synthesis filter and then performing up-

sampling. Then the new low-band synthesis is of the new 
length                     ⁄ .  The high-band synthesis is 

generated as usual but scaled with the new length        . 

Finally, the high-band synthesis        is added to the low-
band synthesis        to produce the synthesized speech 
signal     of the new length        . 
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(b) 

Figure 5.  Time-scaling for VOICED frame in the excitation domain: (a) 

The frame is streched by adding one pitch cycle (b) The frame is 

compressed by removing one pitch cycle. 

 
(a)  

(b) 

Figure 6.   Time-scaling for VOICED frame in the synthesis domain: (a) 

The frame is streched by adding one pitch cycle (b) The frame is 

compressed by removing one pitch cycle. 

V. EXPERIMENTAL RESULTS 

In the experiment, we implemented three other most 
promising algorithms, denoted as Algorithm 1 [2], Algorithm 
2 [18], Algorithm 3 [4] to compare with our proposed jitter 
buffer algorithm. Our algorithm in this paper refers to 
Algorithm 4 for AMR-NB under random loss [1], Algorithm 
5 for AMR-NB under bursty loss, Algorithm 6 for AMR-WB 
under random loss and Algorithm 7 for AMR-WB under 

bursty packet loss. The five traces used in the simulation are 
the same as used in [1]: each trace contains 7500 packets and 
the window size W used for both burstiness history and delay 
history is set to 300. The network statistics information for 
all five traces is shown in Table III. During the experiment, 
we implement the proposed playout delay estimation on the 
       model in (11) for Algorithm 5, (14) for Algorithm 6 

and (15) for Algorithm 7. The maximum length after 
extension      is limited to twice of the original length (320 
samples) and the minimum length after suppression      
must not be shorter than half the original length (80 samples), 
as suggested in [4]. The maximum allowable end-to-end 
delay is 400 ms. The results for AMR-NB 12.2 kbit/s and 
AMR-WB 12.65 kbit/s are shown in Table IV. 

From Table IV, it can be seen that Algorithm 5 achieves 
the highest R scores (consequently the highest MOS – see 
Section II) for AMR-NB and Algorithm 7 achieves the 
highest   scores for AMR-WB for all the tested traces. 
However, for narrow band Algorithm 4 has similar 
performance as Algorithm 5, and also for wide band the 
difference between Algorithm 6 and Algorithm 7 is minor. 
The performance comparison between Algorithm 4 and 
Algorithm 5 is shown in Fig. 8. We only show the results for 
trace 1 and trace 3 here, since they have the highest loss rate 
among all the trace files, as illustrated in Table III. The 
random loss model (Algorithm 4) and the bursty loss model 
(Algorithm 5) can lead to quite similar results when no 
packet or only a few packets are lost, i.e.,    . When the 
loss density is high (bursty), i.e.,         , the difference 
can be perceived. 

Algorithm 1 and Algorithm 2 are both talk-spurt based 
algorithms. Algorithm 1 estimates the playout time with the 
help of statistical delay information of several previous talk-
spurts. Algorithm 2 implements an extended E-Model based 
on Weibull delay distribution. Both algorithms are not 
efficient for long talk-spurts and for cases where the network 
delay varies significantly such as in cases of spikes. Since 
the playout delay can only be updated in the next talk-spurt, 
the scheduled playout time cannot follow such spikes within 
a talk-spurt and results in more discarded packets due to late 
arrival, as for trace 1 and trace 5. Algorithm 3 and 
Algorithms 4 to 7 schedule playout delay on a per-packet 
basis. Algorithm 3 adjusts the playout time based on 
achieving an optimal trade-off between packet loss rate and 
end-to-end delay in a highly dynamic way and adapts more 
quickly to the network conditions even during speech 
activity (talk-spurt). But it does not provide a direct influence 
on the perceived speech quality, which is exactly the goal of 
the optimization. Algorithms 4 to 7 estimate the playout 
delay based on maximizing the MOS value derived from the 
rating factor  , therefore achieving the best performance in 
all the trace files.  

The performance of playout delay estimation of trace 1 
and trace 2 for AMR-WB is illustrated in Fig. 9. The results 
from Algorithm 3 and from our proposed Algorithm 6 are 
shown. Both algorithms adapt the playout delay quite well to 
the varying network delay. In the cases of spikes, our 
algorithm reduces the packet loss rate at the expense of 
additional delay. 
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Figure 7.  Modified architecture of the CELP synthesis model 

TABLE III.  TRACE FILE STATISTICS 

Trace Average 

network 

delay(ms) 

STD of 

network 

delay(ms) 

Average 

delay 

jitter(ms) 

Maximum 

jitter(ms) 

Network 

loss rate 

(%) 

1 136.7 25.0 36.7 146 2.4 

2 119.7 12.4 19.7 120 0.24 

3 126.8 19.9 26.8 134 0.51 

4 112.3 8.8 12.3 48 0 

5 116.5 44.9 16.5 305 0 

 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we proposed an adaptive jitter buffer 
algorithm based on the extended E-Model under bursty 
packet loss. We focused on the AMR codecs and a time- 
scaling technique embedded in the AMR decoders. Although 
the E-Model has limited accuracy in evaluating the speech 
quality, it can be used well in voice quality monitoring. Our 
simulation results show that the proposed method achieves 
better perceived speech quality compared to other existing 
algorithms under various network scenarios. Moreover, these 
results are not specific to AMR-NB and AMR-WB. As the 
time-scaling algorithm is closely related to the CELP coding 
scheme, the proposed jitter buffer management can be 
extended and adapted to other codecs, in particular to CELP 
based codecs.  

For future activities, subjective listening tests are planned 
in order to validate the proposed method.  
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TABLE IV.  COMPARISON OF DIFFERENT ALGORITHMS  

                   

                           

 

 

 

 

 

 

 

 

 

                                                                           

 

                                                                                                     

 AMR-NB 12.2 kbit/s AMR-WB 12.65 kbit/s 

Trace Algorithm Average 

playout 

delay(ms) 

Late loss 

rate(%) 

R Algorithm Average 

playout 

delay(ms) 

Late loss 

rate(%) 

R 

1 

Algorithm 1 180.5 7.5 39 Algorithm 1 180.5 7.5 40.5 

Algorithm 2 191.0 4.0 47.7 Algorithm 2 190.9 3.9 45.5 

Algorithm 3 165.2 3.5 51.3 Algorithm 3 165.2 3.5 48.1 

Algorithm 4 173.9 2.2 57.3 Algorithm 6 177.1 2.0 52.0 

Algorithm 5 175.9 1.9 57.3 Algorithm 7 176.8 2.1 52.1 

2 

Algorithm 1 153.3 2.3 66.1 Algorithm 1 153.3 2.3 59.9 

Algorithm 2 178.5 0.9 75.0 Algorithm 2 178.5 0.9 69.4 

Algorithm 3 150.4 1.5 71.0 Algorithm 3 150.4 1.5 64.7 

Algorithm 4 160.0 0.8 75.9 Algorithm 6 159.7 0.8 70.2 

Algorithm 5 160.0 0.8 75.9 Algorithm 7 159.7 0.8 70.2 

3 

Algorithm 1 148.6 6.0 49.2 Algorithm 1 148.6 5.0 46.8 

Algorithm 2 180.6 0.9 72.2 Algorithm 2 180.6 0.9 66.3 

Algorithm 3 154.7 1.2 71.5 Algorithm 3 154.7 1.2 65.2 

Algorithm 4 158.9 0.7 73.8 Algorithm 6 158.6 0.7 68.9 

Algorithm 5 157.9 0.8 73.8 Algorithm 7 158.6 0.7 68.9 

4 

Algorithm 1 133.7 0.3 82.3 Algorithm 1 133.7 0.3 78.2 

Algorithm 2 170.0 0.1 82.3 Algorithm 2 170.0 0.1 80 

Algorithm 3 134.7 0.4 81.7 Algorithm 3 134.7 0.4 77.3 

Algorithm 4 134.8 0.3 82.3 Algorithm 6 134.8 0.3 80 

Algorithm 5 134.8 0.3 82.3 Algorithm 7 134.8 0.3 80 

5 

Algorithm 1 147.6 2.6 66.2 Algorithm 1 147.6 2.6 60 

Algorithm 2 164.4 2.1 68.6 Algorithm 2 164.4 2.1 62.3 

Algorithm 3 146.0 1.2 75.1 Algorithm 3 146 1.2 69.1 

Algorithm 4 148.0 1.0 76.9 Algorithm 6 147.9 1.0 71.3 

Algorithm 5 147.9 1.0 76.9 Algorithm 7 147.9 0.9 71.3 
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(a)                                                                                                                              (b) 

Figure 8.  Estimated Playout Delay based on Algorithm 4  and Algorithm 5  (a) trace3 (b) trace1 

                                                 

(a)                                                                                                                            (b) 

                                                        

(c)                                                                                                                           (d) 

Figure 9.  Playout delay estimation for Algortihm 3 and Algorithm 6: (a) Algorithm 3 for Trace 1 (b) Algorithm 6 for Trace 1 (c) Algorithm 3 for Trace 2  

(d) Algorithm 6 for Trace 2 
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Abstract—Nowadays, e-Science applications involve great
deal of data to have more accurate analysis. One of its applica-
tion domains is the Radio Occultation which manages satellite
data. Grid Processing Management is a physical infrastructure
geographically distributed based on Grid Computing, that
is implemented for the overall processing Radio Occultation
analysis. After a brief description of algorithms adopted
to characterize atmospheric profiles, the paper presents an
improvement of job scheduling in order to decrease processing
time and optimize resource utilization. Extension of grid com-
puting capacity is implemented by virtual machines in existing
physical Grid in order to satisfy temporary job requests. Also
scheduling plays an important role in the infrastructure that
is handled by a couple of schedulers which are developed to
manage data automatically.

Keywords-virtualization; grid computing; job scheduling;
scalability; radio occultation; distributed environment.

I. INTRODUCTION

Italian Space Agency (ASI) [1] developed a GPS receiver
devoted to Radio Occultation (RO). The space-based GPS
limb sounding, conventionally known as GPS Radio Occul-
tation, is a remote sensing technique for the profiling of
atmospheric parameters: refractivity, pressure, temperature,
humidity and electron density, see [2], [3]. It is based on
the inversion of GPS signals collected by an ad hoc receiver
placed on-board a Low Earth Orbit (LEO) platform, when
the transmitter rises or sets beyond the Earth’s limb. The
relative movement of both satellites allows a quasi vertical
atmospheric scan of the signal trajectory and the profiles ex-
tracted are characterized by high vertical resolution and high
accuracy. The RO technique is applied for meteorological
purposes (data collected by one LEO receiver placed at 700
km altitude produce 300÷ 400 profiles per day, worldwide
distributed) since such observations can easily be assimilated
into Numerical Weather Prediction models. Furthermore, it
is also very useful for climatological purposes, for gravity
wave observations and for Space Weather applications. This
will cause the phase of the signal to be delayed. Moreover,
the bent Geometric Optics trajectories followed by the
signal during an entire occultation event will span the entire
atmosphere in the vertical direction. As a consequence,
through the inversion of the phase delay measurements,
the refractivity related to each trajectory perigee can be
evaluated, and a vertical profile can be identified. From

refractivity, and adopting variational techniques, temperature
and water vapor profiles can also be inferred. Given the
characteristics of global coverage, good accuracy and high
vertical resolution, products derived using such a technique
are operationally used as input to weather forecasting model
tools, and could also be harnessed in monitoring climate
changes. ROSA-ROSSA (Radio Occultation Sounder for
Atmosphere - Research Operational Satellite and Software
Activities) is integrated in the operational ROSA Ground
Segment it is operating at the ASI Space Geodesy Center,
in Matera, Italy and at the Indian National Remote Sens-
ing Agency [4], in Sriharikota, India. In this framework,
Italian Space Agency has funded the development of the
operational RO Ground Segment, which include the ROSA-
ROSSA software. Partners of this project are several Italian
universities, research centers and one industrial actor, which
are responsible for the development and the integration of
the various software modules defining the ROSA-ROSSA
software: Istituto Superiore Mario Boella (Turin), Polytech-
nic of Turin, ”Centro Interdipartimentale di Studi e Attività
Spaziali” of Padua, University ”La Sapienza” of Rome,
University of Camerino, ”International Center of Theoretical
Physics” of Trieste, ”Institute for Complex System” of
Florence and ”Consorzio per l’Informatica e la Telematica”
of Matera.
The paper is structured as follows: Section 2 explains related
work, motivation is shown in Section 3, Section 4 presents
algorithms for Radio Occultation, Section 5 describes Grid
architecture and virtual environment adopted to enhance ca-
pacity, Section 6 provides a brief overview about scheduling
approach and its issue, Section 7 depicts some performance
analysis and last Section draws conclusions and future work.

II. RELATED WORK

The existent system is managed by an integrated software,
called Grid Processing Management (GPM), devoted to
handle and process data of the OCEANSAT-2 on board
sensor. This architecture consists of the following compo-
nents: physical worker nodes, repository, relational database,
scheduler, agents and applications. The observed data, once
acquired by the receiving ground station, are processed to
produce refractivity, temperature and humidity profiles. The
Radio Occultation events data processing consist of seven

11

International Journal on Advances in Telecommunications, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/telecommunications/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 1. Data Generators Workflow.

main steps, named Data Generators (DGs). Figure 1 depicts
the whole list of DGs that must be executed sequentially.
Input and output data are daily composed of about 256
occultation events to be processed sequentially. For further
details see [5]. In this context, where one needs to elaborate
an enormous amount of data, using a grid architecture,
there is already a great saving of time. In some cases
the system fills up, when all worker nodes are elaborating
data, increasing execution time. A solution to solve this
problem can use a dynamically scalable system with vir-
tual machines. The proposed architecture thus consists of
a virtualized environment, which adds to the grid virtual
nodes on demand, in order to increase the computational
power and to solve load temporary peaks. In addition it
allows to create multiple virtual nodes on the same machine
optimizing physical resources, reducing energy consumption
and decreasing maintenance costs. Virtualized systems help
to improve infrastructure management, allowing the use of
image template to create virtual nodes in a short time,
speeding up the integration of new nodes on the grid
and, therefore, improving reactivity and scalability of the
infrastructure.

III. MOTIVATION

The project aims to create a flexible architecture in order
to manage the Radio Occultation data and to reduce their
processing time. System guarantees the entire processing
chain automatically that consists of seven DGs executed
sequentially as explained before. During a learning phase,

we evaluated that for each day, the events number to process
are about 250, on a single machine the elaboration time for
the entire chain processing, is approximatively 40 hours. The
idea of using a distributed environment arose from the need
to reduce this processing time because these make it difficult
to get the results. The GPM has been developed with the
goal of simplifying this task, by providing implementations
of various core services provided by Globus Toolkit [6] and
deemed essential for high performance distributed comput-
ing. Furthermore, it allows engineers and physicists involved
to the project to have a common tool and infrastructure to
process and share data, independently from the university
in which they are. The chain process is composed of seven
jobs developed by complex algorithms that involve a set of
languages as Fortran, MatLab, C++, Mathematica, Java and
Perl. Based on the limitations of software due to several
programming languages involved in DGs algorithms, we
decided to develop an ad-hoc job management scheduler
stressing the importance of system scalability for grid infras-
tructure. A way to provide flexibility and scalability to the
system is the implementation of a multi agents solution. The
scheduler never gets information requiring the status to each
nodes in fact on each node are installed two types of agents:
Job and System agent. The first one is used to monitor the
behavior of CPU, RAM and swap of nodes during the DG
execution and it handles sending these information to master
node. The second one, System agent, is used to monitor
availability of each service on the node and periodically
sends to the master node its own status: if all services
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are available the node is ready to receive a job. The main
advantage is that scheduler retrieves a pre list of available
nodes ready for execution only with a simple query to the
database.

IV. RADIO OCCULTATION ALGORITHMS

ROSA-ROSSA software implements state of the art RO
algorithms which are subdivided into seven different DGs
executed in sequential mode [7], [8]. Starting from ROSA
engineered data (or raw data observed by other RO payloads
made available to the scientific community) coming from the
ROSA on-board OCEANSAT-2 platform observations, from
the ground GPS network (i.e., International GNSS Service
network) and from other support data, the ROSA-ROSSA is
able to produce data at higher levels, using a data processing
chain defined by the following DGs:

• SWOrD;
• DG BEND;
• DG BDIF;
• DG BISI;
• DG NREF;
• DG ATMO;
• DG BMDL.

A. DGs Description

SWOrD is a software module that fully supports the
orbit determination, orbit prediction, and which implements
data generation activities connected with the ROSA sensor
on-board OCEANSAT-2. Input data for SWOrD are ROSA
GPS navigation and Radio Occultation observations, ground
GPS network data and other support data. It generates the
following output data:

• estimated rapid orbits and predicted orbits for the
GPS constellation in Conventional Terrestrial Reference
frame;

• estimated rapid orbits and predicted orbits for the
OCEANSAT-2 platform in Conventional Terrestrial and
Celestial Reference frame;

• 50 Hz closed-loop and 100 Hz Open-Loop excess
phases and signal amplitudes data for each single
occultation event;

• tables showing estimated and predicted (up to 6 hours
in advance) occultation.

DG BMDL predicts a bending angle and impact
parameter profile usable as input in the ROSA on-board
software Excess Doppler prediction module for open-loop
tracking (see Figure 2). For each ”predicted” occultation
event, latitude and longitude of the geometrical tangent
points (the nearest point of each trajectory to the Earth’s
surface, evaluated through predicted orbits) is used to
compute bending angle and impact parameter profile from
interpolated numerical weather prediction models (bending
angle and impact parameter are geometrical parameter
univocally identifying each trajectory followed by the RO

Figure 2. Radio Occultation Geometry.

signal). Inputs for DG BMDL are predicted GPS and
LEO orbits, respectively, and Predicted Occultation Tables,
together with European Centre for Medium-Range Weather
Forecasts (ECMWF) [9] world forecasts for the synoptic
times valid for the future observed occultation event.

DG BEND provides raw bending angle and impact
parameter profiles α(a) computed on GPS occulted signals
on both GPS frequencies L1 and L2, by using a Wave
Optics approach below a certain altitude. Above that
altitude threshold, standard Geometrical Optics algorithms
are applied. Inputs for DG BEND are data L1 and L2

Excess Phases and signal amplitudes.

DG BDIF provides (for each event) a bending angle and
impact parameter profile, on which the ionospheric effects
have been compensated for. This DG processes both L1

and L2 bending angle and impact parameters profiles given
as input, in order to minimize the first order ionospheric
dispersive effects. Outputs for DG BDIF are bending angle
and impact parameter iono-free profiles.

DG BISI provides profiles of bending angle versus
impact parameter optimized in the stratosphere above
40 km. In the ROSA-ROSSA, data coming from a
Numerical Weather Prediction Model are used in place
of climatological data for implementing the statistical
optimization procedure necessary to reduce the high
noise level left to the signal after ionospheric first order
compensation previously applied by DG BDIF.

DG NREF provides (for each event) the refractivity
profile and dry air temperature and pressure profiles. This
DG is able to process iono-free and properly initialized
bending angle and impact parameter profiles in order
to compute the corresponding dry air ”quasi” vertical
atmospheric profiles.

DG ATMO allows to evaluate the temperature and the
water vapor profiles using forecasts or analysis obtained by
numerical weather prediction. This DG receives on input
from DG NREF data files and produces on output data
files, which contain the total temperature and total pressure
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Figure 3. System Architecture.

profiles in terms of wet and dry components.

V. ARCHITECTURE DESIGN

The Grid Processing Management is an integrated system
devoted to handle and process RO data of the OCEANSAT-
2 ROSA on board sensor. The management software is
developed in Java technology through the Java Commodity
Grid (CoG) Kits. These allow to develop Grid application
and administer Grids from a higher-level framework. The
kits allow for easy and rapid application development and
are used within the services of Globus Toolkit.

A. Grid Processing Management
The GPM is composed of the following subsystems

(see Figure 3): middleware, central repository, relational
database, scheduler, agents and DGs applications. The gen-
eral purpose of our project is: sharing the computational
resources, transferring a great amount of files and submitting
jobs from several different organizations of the scientific
community. Once input files stored, they are processed in
an automatic way without any user interaction. The pool
of resources consists of ten nodes: one Master Node and
nine Worker Nodes, located geographically in Italy, each of
them is equipped with a dual core processor, 2 GB of RAM
and runs Linux x64 86 (Ubuntu distro). Master Node is re-
sponsible for the Data Base Management System, Certificate
Authority, resource and job monitoring and job scheduling.
Instead Worker Nodes contains grid and software tools used
by jobs running which are received from Master Node.

The Globus Toolkit (GT) is a popular grid middleware [6],
[10]. It provides a set of tools to create a grid infrastructure,
covering security measures, resource location, resource man-
agement, communications which support the development
of applications for high performance distributed computing
environments, or computational grids [11], [12].

The main services included in GT are:
• Globus Resource Allocation Manager (GRAM): it con-

verts a job request for resources into commands;
• Grid Security Infrastructure (GSI): for authentication of

users and determines their access policies;
• Monitoring and Discovery Service (MDS): it collects

information about resources such as processing capac-
ity, bandwidth capacity, type of storage;

• Grid Resource Information Service (GRIS): it queries
resources for their configuration, capabilities, and sta-
tus;

• Grid Index Information Service (GIIS): coordinates
arbitrary GRIS services;

• Grid File Transfer Protocol (GridFTP): provides a high-
performance, secure, and robust data transfer mecha-
nism.

The main reason for the choice of the GT is the availabil-
ity under an open-source licensing agreement, which allow
to use it freely and to improve the software. Grids need to
support a wide variety of applications created according to
different programming paradigms. Rather than providing a
uniform programming model for grid applications, GT has
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an object-oriented approach, providing a bag of services so
that developers can choose the services that best meet their
needs. These can also be introduced one at a time.

B. Extending Grid Capacity through Virtual Environment

Virtualization is a technology that allows running several
concurrent operating system instances inside a single phys-
ical machine, reducing the hardware costs and improving
the overall productivity by allowing users work on it simul-
taneously. The hypervisor, the fundamental component of a
virtualized system, provides infrastructure support exploiting
lower-level hardware resources in order to create multiple
independent Virtual Machines (VM), isolated from each
other. This virtualized layer, called also Virtual Machine
Monitor (VMM), sits on top of the hardware and below
the operating system. The hypervisor can control (create,
shutdown, suspend) each VM that is running on top of
the host machine. Multiple instances of different operating
systems may share the virtualized hardware resources. The
hypervisor is so named because it is conceptually one level
higher than a supervisory program. A supervisory program
or supervisor, also called kernel, is usually part of an op-
erating system, that controls the execution of other routines
and regulates work scheduling, input/output operations, error
actions, and similar functions and regulates the flow of work
in a data processing system (see Figure 4). Virtualization
allows to gain significant benefits from the economic and
the optimization of resources point of view [13]. Besides
these, other noteworthy benefits are:

• security, stability and isolation: it is possible to run
services in a virtual environment totally independent
from each other;

• environmental impact reduction: optimization of re-
sources implies reduction of power consumption and
cooling;

• administration and management simplification: due to
the common virtualization layer and the adoption of
snapshots (installation and configuration);

• disaster recovery: VM can be started up in few minutes
and can be cloned and distributed in different locations;

• high reliability and load balancing improvement: thanks
to snapshots and live migration features.

Another aspect of virtualization is the adaptability: in fact
it allows resource allocation to virtual hardware easily and
quickly. We can maintain old servers with obsolete operating
systems that cannot be moved to new servers as these OS
would not be supported. In virtualized environments it is
possible to run legacy systems allowing IT managers to
get rid of old hardware no longer supported, and more
prone to failure. In several cases it is appropriate to use
virtualization to create test environments. It frequently hap-
pens that production systems need to be changed without
knowledge about consequences, i.e., installing an operating

Figure 4. Full Virtualization.

system upgrade or a particular service pack is not a risk-
free. Virtualization allows immediate replication of virtual
machines in order to run all necessary tests.

C. Automatic chain

Our software allows to run the chain automatically and it
is composed of two schedulers. The first runs on the Master
Node, called Global Scheduler, checks for files ready for
execution and sends them to Worker Nodes, according to
well defined scheduling policies. The other one, called Local
Scheduler, listens on the Worker Nodes, and when an input
file is received, it is processed and output is returned to the
Master Node [14], [20]. In Figure 5, data flow is depicted,
the first transaction takes place on Master Node: it receives
the files directly from the satellite and performs the first step
of the chain, i.e., SWOrD, generating about 256 files that are
placed in the input folder of the next step, DG BEND. When
there are files in the folder DG BEND, the Global Scheduler
checks available nodes by querying the database, and sends
files to them. Global Scheduler takes care of automated
scheduling of any input file. It uses all machines belonging
to the Grid to distribute work load and to provide a backup
system for all critical tasks within the system. The choice of
how to share the file to run is based on 2 sets of scheduling
policies, one concerning the available nodes and one derived
from an analysis of the file to run. An Agent installed on
each node, is used to monitor the availability of each service
on the node. Periodically, it sends the general status of the
node to the database on Master Node: if all services are
active the node is in condition to receive a job. For the
selection of Worker Nodes available and ready to run, the
Global Scheduler checks on the database directly instead of
querying each machine. When the Worker Node becomes
aware of a file in its folder, the processing procedure starts.
This will generate an output file that will be sent to Master
Node in the next step folder, i.e., DG BDIF. This procedure
is performed for every steps of the chain, the operation is as
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Figure 5. Chain Context.

follows: from SWOrD, the DG n-1 generates the output file
that will be the input files of DG n, and so on. On Worker
Nodes, each execution is performed in a temporary folder,
so that, in case of error, it could be possible to identify
the type of error made and then to reprocess the file. Two
types of errors can occur: the first for lack of data in the
file due to the satellite reception, the second for network
failures or node crash. Only in the last case it is worth
recover the process, and it is enough reprocess the input
file. Furthermore, each process has a timeout, if within a
fixed time processing has not been completed, the process
is terminated in anyway. An important component of this
architecture is the database, which allows to monitor any
action of the Grid. Each transaction is stored on the database
such as selected DG, start and end end time, input and
output files, execution node and can contain type of error
generated. The database also contains information on node
status and if are available to receive the file to run, this
allows to understand whether there are temporary network
problems, so if the node is not able to receive the job.

VI. SCHEDULING APPROACH

The Grid scheduler selection is an important decision and
significantly affects cluster utilization, availability, and intel-
ligence. The most widely used are Portable Batch System,
Torque scheduler, Maui Scheduler, Moab Workload Manager
and Oracle Grid Engine, but they provide poor utilization of
cluster’s resources. These schedulers are enough closed and
not are not easy to customize, in our system each machine
is configured with different softwares and that means DG
can not be executed on any Worker Node. This implies a

most complicated job dispatching procedure that need of a
high level of customization. The assignment of node for a
new job execution is based not only on resource availability
but also software needed for execution. To understand our
choice to make a scheduler ad hoc in the following we want
to give a brief overview of existing schedulers.
Portable Batch System (PBS)[15] is a networked subsys-
tem for submitting, monitoring, and controlling a workload
of batch jobs on one or more systems. Its main task is
to allocate computational tasks, i.e., batch jobs, among the
available computing resources. PBS is supported as a job
scheduler mechanism by several meta schedulers including
Moab and GRAM (Grid Resource Allocation Manager).
With PBS it can specify the tasks to be executed; the system
takes care of running these tasks and returns its results. If
all computers are busy, then PBS holds your work and runs
it when the resources are available. With PBS it is possible
to create a batch job and then submit it. A batch job consists
of a file containing the set of commands to run. It also
contains directives which specify the attributes of the job,
and resource requirements (e.g., number of processors and
CPU time) that the job needs. Once PBS job is created, you
can reuse it or modify it for subsequent runs.
Torque Resource Manager [16] provides control over batch
jobs and distributed computing resources. Its name stands
for Terascale Open-Source Resource and QUEue Manager.
It is an open-source product based on the original PBS
project and incorporates significant advances in the areas
of scalability, reliability, fault tolerance, features extensions
and functionality and is currently in use at tens of thousands
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of leading government, academic, and commercial sites
throughout the world. Torque can integrate with Moab Work-
load Manager to improve overall utilization, scheduling and
administration on a cluster. The Torque Resource Manager is
a distributed resource manager providing control over batch
jobs and distributed compute nodes.
Maui Cluster Scheduler [17] is an open source job sched-
uler for clusters and supercomputers. It is a configurable
tool capable of supporting an array of scheduling policies,
dynamic priorities, extensive reservations, and fairshare ca-
pabilities. All of the capabilities found in Maui are also
found in Moab, while Moab has added features including
virtual private clusters, basic trigger support, graphical ad-
ministration tools, and a Web-based user portal.
Moab [18] is a multi-dimensional policy-based workload
management system that accelerates and automates the
scheduling, managing, monitoring, and reporting of HPC
(High Performance Computing) workloads on massive scale,
multi-technology installations. The Moab accelerates both
the decisions and orchestration of workload across the
ideal combination of diverse resources, including specialized
resources as GPGPUs. The speed and accuracy of the
decisions and scheduling automation optimizes workload
throughput and resource utilization so more work is accom-
plished in less time with existing resources to control costs
and increase the value out of HPC investments.
Oracle Grid Engine [19], previously known as Sun Grid
Engine (SGE), is an open source and free batch-queuing
system, developed and supported by Sun Microsystems.
SGE is typically used on a computer farm or high perfor-
mance computing cluster and is responsible for accepting,
scheduling, dispatching, and managing the remote and dis-
tributed execution of large numbers of standalone, parallel
or interactive user jobs. It also manages and schedules
the allocation of distributed resources such as processors,
memory, disk space, and software licenses.

A. Job Management

The scheduling process takes place on the Master Node
through the Global Scheduler (GS) [21]. This scheduler,
developed in Java, is running on each folder dedicated to
the DG, it waits for new events. Every time it takes notice
of a new file to be executed, GS assigns and delivers it to the
selected node according to predefined policies. The policies
are split in the following steps:

• resources discovery is directly related to the informa-
tion sent by the agents in order to return a pre list of
available nodes;

• software discovery, by DG chose, selects the node that
contains the software needed to run;

• status discovery devoted to check which nodes are free
for execution (not running);

• hardware control: sorts the pre list based on computer
power;

Figure 6. Dispatching Jobs.

Figure 7. DG Percentage of Total Processing Time for a Single Event.

• queue control: at equality of power, it assigns job to
node with less jobs in waiting.

VII. IMPROVING PERFORMANCES

Performance analysis have been executed for any DG, in
order to improve scheduling policies. Since the data distribu-
tion is not homogeneous, this means that every hour SWOrD
generates about 9 files which go in the folder DG BEND
and instead only 1 in folder DG BMDL. Consequently for a
day we have about 216 files for DG BEND and 24 files for
DG BMDL. Figure 7 and Figure 8 represent the comparison
for hourly and daily events, this allowed to assign a weight
to each DG in order to calculate the amount of time when
the CPU is busy.

The processing time of SWOrD step (about 72 minutes)
is not included in these graphs because is executed only
on Master Node therefore we can considered it outside
from the grid. In order to compare performances between
single machine and grid/virtual environment, we calculated
processing time through the following Equations, varying
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Figure 8. DG Percentage of Total Processing Time for Daily Events.

nodes number. The Eq. 1 is referred to elaboration step by
step sequentially on a single machine then N = 1.

TN=1 = Te ∗ η (1)

While Eq.2 represents Grid/Virtual Environment that
means N > 1. In this case, it is important to consider time
for file transferring.

TN>1 =
1

N

η∑
i=1

(Tei + β) (2)

Where: TN=1 = Total Process Time on Single Machine,
TN>1 = Total Process Time on Grid/Virtual Environment,
Te = Event Process Time, Tei = Event i Process Time, η =
Number of RO Events, N = Grid Nodes Number, β = File
Transfer Time.

Execution time trend is estimated in Figure 9, when the
number of nodes and events is increased. When only a
single machine is available, the total execution time for a
set of daily files is 1752 minutes (about 29 hours), instead
increasing the number of nodes, the execution decrease
further, just note that with 2 nodes is 912 (about 15 hours).
An important point when a single event is processed is that
there is no gain time in grid environment respect to single
machine execution; rather time is higher because we must
consider the transfer time; it has a sizeable gain time only
when there are a set of files to process.

Certainly, the benefits of the grid is ensure elaboration
the overall chain in less time, instead, in distributed system
where Worker Nodes are geographically located, it can have
disadvantage in the network layer, in case of network failures
or slow connections, to overcome this problem only internal
nodes are always available for elaboration.

In Figure 10 we evaluated the elaboration time of each
Data Generators executed on two types of nodes: physical
and virtualized node. For DG BDIF, DG BISI, DG NREF

Figure 9. Estimated Processing Time for Daily Events (about 250 events)

Figure 10. Comparison Physical Node vs Virtual Node.

we can notice we have no elaboration time difference.
Instead for DG BEND and DG ATMO we have a consid-
erable time difference this can be due to different processor
power (1.6 GHz for physical machines and 2.3 GHz for
virtual machines). The server used is equipped with a dual-
core Intel Xeon (4 CPU), 8 GB of RAM and 130 GB of
storage. The virtual machines reside entirely on this server
and therefore they share the resources (RAM, CPU, disk):
each virtual node has 2 GB of RAM and 2 dedicated CPUs.
They are configured exactly like a physical node of the grid
with the same softwares and monitoring tools. It was decided
to use Para Virtualized systems since it was shown that (in
terms of network and I/O), they have better performances
than the Full Virtualized one [22].

Para Virtualization Machine allows the operating system
to be aware that it is running on a hypervisor instead of
base hardware. The operating system must be modified to
accommodate the unique situation of running on a hypervi-
sor instead of basic hardware. The main advantage of this
approach is the execution speed, always faster than HVM
and Full Virtualization approach. The Xen hypervisor runs
directly on the hardware and becomes the interface for all
hardware requests such as CPU, I/O, and disk for the guest
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operating systems. XEN is responsible for CPU scheduling
and memory partitioning of the various virtual machines
running on the hardware device. The hypervisor abstracts the
hardware for the virtual machines and controls the execution
of virtual machines as they share the common processing
environment. It has no knowledge of networking, external
storage devices, video, or any other common I/O functions
found on a computing system.

VIII. CONCLUSION AND FUTURE WORK

The ROSA-ROSSA software implements Radio Occul-
tation technique, which was born for the first time on
a Grid Computing infrastructure, called Grid Processing
Management and in a second moment has been implemented
a virtual environment to improve computing power and
resources optimization. The project aims to be an example
of application where users can use Grid Computing. In
frameworks such as Radio Occultation, where the amount of
data to be processed is significant, the use of a distributed
architecture as the grid can be the optimal choice. We
wanted to stress on a way to distribute jobs to nodes for
execution in automatic way without any human interaction
through a Local and a Global Scheduler. In order to increase
computing capacity several virtual machines are added to the
existing Grid infrastructure. As future work we are planning
a further extension of the proposed architecture to clusters
available across the European Grid Infrastructure (EGI)
it provides access to high-throughput computing resources
across Europe using grid computing techniques, furthermore
we are studying a solution for Amazon Elastic Compute
Cloud (Amazon EC2), that is a web service that provides
resizable compute capacity in the cloud.
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Abstract—Precision formation flying missions require 
formation acquisition and maintenance through the 
interactions among spacecraft by the inter-satellite 
communication and relative navigation. This paper analyses 
the dedicated system constraints of the network architecture 
for precision formation flying missions. The critical time issue 
and the operational flexibility are found to be two main 
constraints. Potentially applicable architectures are discussed 
and evaluated, which combine different multiple access 
technologies, half-duplex/full-duplex configurations and 
network topologies.  It is proven that the most suitable and 
efficient architecture for PFF mission is the use of the half-
duplex CDMA with the topology that allows the role of being 
reference rotating from one spacecraft to another in different 
time slots. The capability of CDMA is also investigated in 
terms of the multiple access interference. The paper verifies 
that this interference can limit the maximum number of 
spacecraft and bounds the inter-satellite range diversity. The 
interference exhibits a Doppler dependency and suffers as well 
from the near-far problem. Inter-satellite navigation accuracy 
will easily drop down below meter level at the moments of 
zero- or n-kHz Doppler crossovers, and also in case of the 
signals being corrupted by the near-by interferences. Two 
realistic mission scenarios are provided to verify the severe 
effects of the interference. Operational considerations and 
interference mitigation methods are also recommended. 

Keywords-precision formation flying; communication; 
relative navigation;   CDMA;  Multiple access interference 

I.  INTRODUCTION 
Precision formation flying (PFF) missions involve the 

acquisition and maintenance of spacecraft in a desired 
relative geometric configuration, especially when trying to 
create a large virtual spaceborne instrument, such as the 
applications in the field of remote sensing and radio 
astronomy. Coordinating the components of such 
instruments on separate spacecraft can require highly 
accurate relative orientation and positioning [1].  

Commonly, PFF missions make use of a differential 
Global Navigation Satellite System (GNSS) approach by 
exchanging GNSS-based navigation measurements via the 
inter-satellite links. Yet this method is limited to Low Earth 
Orbit (LEO). Many missions such as PROBA-3, Darwin, 
Magnetospheric Multiscale (MMS) and Terrestrial Planet 
Finder (TPF) [2-5] require the spacecraft flying in a High 
Earth Orbit (HEO) or Lagrange points, where GNSS signals 
are very weak or are even not available. As a result, a 

dedicated formation flying radio frequency (RF) technique 
using the locally generated inter-satellite ranging signals is 
necessary. The ranging capability is expected to integrate 
with the inter-satellite communication functionality for 
system efficiency. The use of the GNSS-like technology 
appears to be advantageous in such integrated system. Many 
missions that have been flown or proposed use this 
technology to assure a reliable inter-satellite communication 
and an accurate inter-satellite navigation, e.g., PROBA-3 [2], 
TPF [5], PRISMA [6] and MMS [7]. This paper also inherits 
the GNSS-like technology and regards it as a basic element 
to establish the PFF network. 

In literature there are some discussions on the potential 
network architectures for formation flying. Bristow [8] 
proposed a concept called Operating Missions as a Note on 
the Internet (OMNI) that regards the spacecraft as network 
nodes and uses TCP/IP protocols to create a robust inter-
satellite communications infrastructure. Similar proposals 
also include [9][10][11]. Vladimirova [12][13] discussed the 
potentials of applying WiFi or WiMax protocols for the 
establishment of the space wireless sensor network. An 
ability of implementing Ad-hoc has also been covered in 
order to support the high dynamics of spacecraft in large 
formations [14]. They all take advantages of the existing 
terrestrial protocols and try to move them to space. The 
benefits are the compatibility with the ground infrastructures 
and the good performance in terms of the large data 
throughput. However, the above two advantages are not the 
primary concern in PFF missions. The main requirement for 
the PFF inter-satellite link is to acquire and maintain the 
spacecraft in the desired relative geometry. The data 
exchanged should then be arrived timely to enable the 
estimations of the inter-satellite distance. This constraint is 
referred as to time critical issue in this paper and is 
elaborately analysed. Some of the existing terrestrial 
protocols will not be applicable due to the time critical issue. 
For example, WiFi, which functionally operates according to 
the detection of the medium [15], causes transmission 
uncertainty, which is a property that is unacceptable in PFF 
missions. This paper thus considers the medium access in 
fixed assignments of the possible connections by the 
classical multiple access (MA) technologies, such as Time, 
Code or Frequency Division Multiple Access (TDMA, 
CDMA or FDMA). Elaborate discussions on the choice of 
different MA technologies will be presented in this paper.  

Another dedicated requirement for the PFF network is 
also proposed. It is the operational flexibility for 
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implementations across various mission phases. This 
requirement triggers the investigations on the choice of the 
network topologies and the half-duplex/full-duplex 
configurations. Considering all the above criteria, the paper 
will prove that the most robust and efficient manner in PFF 
missions is the use of the half-duplex CDMA with the 
topology that allows the role of being reference rotating from 
one spacecraft to another in different time slots. 

The paper also discusses the limitations of implementing 
the CDMA concept. The well-known multiple access 
interference (MAI) will be introduced due to the non-perfect 
orthogonality of the Pseudo Random (PRN) codes. The 
Doppler dependency and the near-far problem are found to 
be two important factors that influence the MAI. The 
Dopplor dependency is severe when the Doppler offset 
between two spacecraft is close to zero or multiple integers 
of kHz. This is referred to as zero-Doppler crossover [16] 
and n-kHz Doppler crossover [17]. Server effects of the 
Doppler crossovers are investigated, especially in the 
situation where there is also a near-far problem. The resultant 
MAI error is analytically derived and verified using software 
simulations. Two case-study scenarios are used to determine 
the level of the MAI error and to predict the occurrence of 
the significant errors within an entire orbit period in realistic 
formations. 

The paper shows several contributions, on the 
investigation of the possible network architectures, on the 
theoretical analysis of the selected CDMA strategy, on the 
analytical characterization of the MAI errors, and on the 
practical evaluation over two realistic missions. 

The paper is organized as follows. In Section II, the inter-
satellite communication and relative navigation system is 
introduced in order to propose the dedicated constraints for 
PFF network in Section III. Candidate network architectures 
considering different MA technologies, half-duplex/full 
duplex configurations, and network topologies are discussed 
and evaluated in Section IV. Then, network capability in 
terms of MAI is analysed, followed by an error 
characterization with respect to the Doppler offset and the 
near-far problem in Section V. In Section VI, two case-study 
scenarios are provided to identify the error level of MAI and 
to predict the occurrence of significant errors in realistic 
formations. Section VII concludes the paper and provides 
recommendations.  

II. INTER-SATELLITE COMMUNICATION AND RELATIVE 
NAVIGATION SYSTEM 

The inter-satellite system for PFF missions shall integrate 
communication and relative navigation into one package. 
Inter-satellite navigation is based on the locally generated 
inter-satellite ranging signals. A cost effective manner to 
generate these signals is to modify an existing GNSS 
receiver such that it can operate as a transceiver. The ranging 
method traces heritage to the GNSS-like technology and 
results in a highly miniaturized and accurate ranging device.  

Such an inter-satellite system is expected to satisfy some 
specific high-level requirements according to the proposed 
missions [5][6]. According to these requirements and 
assuming the system operating in S-band 2.2 GHz, the EIRP 

(Effective Isotropic Radiated Power) is around 3 dB and the 
space loss is -129 dB. With the noise at the level of -134 dB 
of using 5 MHz bandwidth, it can be easily demonstrated 
that the received signals is 7 dB above the noise.  

• Communication and relative navigation are 
integrated into one package, with mass less than 2 
kg, and power consumption less than 2 W; 

• Operating range less than 30 km; 
• Omni-directional (4π steradian) coverage; 
• Flexible to implement across various phases of 

mission operations in two modes: deployment, 
reconfiguration and collision avoidance tasks are 
achieved through the coarse-mode; formation 
maintenance in the desired configuration is required 
in fine-mode for scientific proposes; 

• Navigation accuracy is in meter level for coarse-
mode using code measurement (pseudorange) only, 
and centimetre level for fine-mode using the 
combination of code and carrier phases; 

• Measurement update rate ≥ 1 Hz. 
Space System Engineering group (SSE) in Delft 

University of Technology (TUDelft) has developed a 
software-defined inter-satellite communication and 
navigation simulator, which currently implements the signal 
generation and processing on PC via Matlab based on the 
system functional block in Figure 1. As shown, it comprises 
the transmitter and receiver front-end, signal generator and 
signal processing. The front-end comprises signal amplifier, 
band pass filter, down-conversion, sampling, and 
quantization. Frequency synthesizer is used in order to 
synchronize the edges of clocks in PRN code chipping 
frequency, and carrier and intermediate frequencies. The 
signal generator is used to generate carrier and GPS-like 
PRN code modulated signals. In single processing, 
acquisition, tracking and decoding modules are included for 
data recovery, code and carrier phase extraction, and 
pseudorange (-rate) derivation. 
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Figure 1.  Inter-satellite communication and navigation system functional 

block diagram 
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Figure 2 depicts the signal generation and processing 
simulations assuming an intermediate frequency (IF) of 
9.548 MHz and a sampling rate of 38.192 MHz. In the signal 
generator, the GPS C/A code is used as pseudorandom 
code,with a chipping rate of 1.023 Mcps and length of 1023 
chips. The Doppler shift is assumed following a linear 
function relative to the simulation time.  

The auto-correlation property, as shown in Figure 2(a), 
allows for accurate range measurements by yielding a sharp 
peak only when the replica code delay in the receiver is 
perfectly aligned to the code delay of the incoming signal. 
The signal energy is wideband spread due to the noise-like 
characteristic of the PRN code. PRN code spectrum is shown 
in Figure 2(b). The acquisition process, in Figure 2(c), is a 
global search in a two dimensional search space for 
approximate values of Doppler shift and code phase. This 
process is time and computation consuming. Therefore, 
parallel code/frequency one-dimensional search using Fast 
Fourier Transform (FFT) is implemented. After acquisition, 
control is handed over to the delay lock loop (DLL) and the 
phase lock loop (PLL). The fine estimates of the code and 
carrier phases will be obtained continuously after DLL and 
PLL. The variations due to the dynamics between spacecraft 
will also be tracked. As can be seen in Figure 2 (d) (c), in 
DLL, code error is ultimately reaching zero when the loop is 
getting to steady state, while in PLL, the linear function of 
Doppler is well represented. Communication bits in Figure 2 
(e) are extracted from the tracking loops.  

III. CONSTRAINS ON PFF NETWORK ARCHITECTURE 
The time-critical issue and the operational flexibility are 

found to be two important criteria in PFF missions. 

A. Time-critical requirement 
Time-critical requirements are driven by the nature of 

tight control, collision avoidance or scientific needs in some 
specific operational periods in PFF mission. These periods 
shall require high navigation accuracy and high measurement 
update frequency.  

A relative navigation filter (e.g., extended Kalman filter) 
is used to account for the relative position errors resulting 
from all relevant non-modeled accelerations acting on the 
spacecraft. This process employs a numerical integration 
scheme in the filter that is updated at discrete intervals (ti) as 
illustrated in Figure 3. The estimated relative state vector is 
obtained from an interpolation of the previous cycle. Based 
on all the measurements between ti and ti+1, a continuous 
polynomial representation of the trajectory is made available, 
which serves as starting point for the next filter update and 
relative orbit prediction [18].  Obviously the propagation 
period ti-ti-1 has to be small for better approximations of the 
relative state vectors. On the other hand, ti-ti-1 is limited by 
the processing time Δtproc. Its typical value is 30 s for low 
earth orbits. In deep space, this period can be extended to 
several minutes or longer.  

The measurements used in the filter are provided by the 
inter-satellite system. They can be either the unambiguous 
coarse code or the ambiguous precise carrier phases. Figure 4 
exhibits their update timelines.  
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(b) PRN code spectrum 

 
(c)  Acquisition results. The peak is present at the point where the code 
delay is at 3752 sample (38192 samples in total for one complete PRN 

sequence) and carrier frequency is at 9.5485 MHz. That is, Doppler shift is 
approximately 500 Hz.  

 

    
(d) Code error estimation in DLL 

 

   
(e) Doppler frequency in PLL 

 
(f) Communication bits extraction. The values are not ±1 because of the 

quantization in the front-end and integration in the tracking loops. 

Figure 2.  Software-defined signal generation and processing results 
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(b) Timeline of carrier phase measurement generation 

Figure 4.  Timeline of code and carrier phase measurements generation 

 
It is observable in Figure 4 that the measurements are 

yielded after different initialization time, including the 
acquisition process for both of the codes and carrier phases, 
and some extra time only for the carrier phases to calculate 
the integer ambiguities and multipath corrections. 

In the acquisition process, a long integration is performed 
to achieve sufficiently high carrier to noise ratio.  

For integer ambiguities resolution, an sufficient large 
change of the relative geometry between spacecraft is 
normally required [6],  which consumes long time. It is even 
more time consuming if the carrier phase itself is 
contaminated by multipath. For example, the integer 
ambiguity resolution used by PRISMA mission is to rotate a 
spacecraft for solving the line-of-sight (LOS) ambiguities 
firstly and then the distance ambiguities subsequently, taking 
5 mins and 10 mins, respectively [6]. The resolution is 
combined with tabulated multipath correction through a 
filtering and smoothing process [6].  

After initialization, tracking will be continuously running 
until the link is broken when switching the communication 
channel from one pair of spacecraft to another pair in a 
formation. At that time, re-initialization needs to be 
performed, including the corresponding initialization of 
sensor acquisition and carrier phase integer ambiguity 
resolution. This process consumes precious time and could 
result in a period that the on-board relative navigation filter 
in Figure 3 is propagating the dynamics for a couples of 
minutes without the measurement updates. The impact of 

such switching thus leads to an unsatisfactory performance 
of the navigation filter, which is unacceptable especially 
when the tight control is required at that specific time for the 
relative geometry maintenance. 

This issue is referred to as time-critical constraint. The 
following PFF network architecture design should 
accommodate such time-critical constraint and give a high 
priority to timeliness instead of traditional considerations on 
the data throughput. 

B. Flexible operations across all mission phases 
Another important consideration of PFF networking is to 

recognize that the relative navigation requirements will 
change during the course of the mission’s operations. The 
inter-satellite system is expected to operate across various 
phases of formation precision, requiring different levels of 
position sensing and control maneuvering. 

Figure 5 illustrates the revolutionary phases of a PFF 
mission.  
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Figure 5.  Evolutionary phases of a PFF mission  
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Figure 6.  An example of complete connectivity with seven spacecraft in 

formation 

In the initial deployment where the spacecraft are 
separated by substantial distances from one another, the 
resolution of position and orientation data are based e.g., on 
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coarse-mode sensors for collision avoidance, enabling 
further movement toward the desired configuration to take 
place safely. Spacecraft can be seen as free flyers located at a 
wide range of inter-satellite distances to each other. They 
will randomly access to the network. Neither a solely 
centralized nor a distributed topology is efficient in such 
situation, as some spacecraft are possibly out of the 
communication range of others. 

As the spacecraft continue to aggregate into the desired 
spatial arrangement, they will eventually discover other 
spacecraft, which may be itself isolated or be already a 
member of a multi-spacecraft network. This condition, 
defined as formation acquisition and depicted in the centre of 
Figure 5, is in progress until all spacecraft are connected in a 
single network and moving towards desired formation. 

Finally, when all spacecraft in the system show a 
“complete connectivity” and are settled into the desired 
pattern, formation maintenance are performed as shown in 
the bottom of Figure 5. Typically, a higher accuracy of their 
relative position is acquired, enabled by switching the inter-
satellite system into the fine-mode. A precise formation may 
then be achieved using tighter control loops. Science 
operations will take place for e.g., multiple point remote 
sensing. At this moment, the mission topology will evolve to 
a centralized graph with one spacecraft at least chosen being 
the reference for a certain time period for relative navigation 
and formation control.  

It is noted that in this final topology, “complete 
connectivity” does not mean all spacecraft must connect to 
each other, but connect to the desired spacecraft (normally 
the closed ones), which satisfies certain formation 
configuration. This happens especially in a large scale 
network such as depicted in Figure 6.  

Subsequently, PFF can be reconfigured to set up a new 
arrangement for another science objective. The 
reconfiguration operation may drop back to coarse formation 
mode and prepares for new configuration, whereupon precise 
formation can again be executed [19]. 

A connectivity index table (CIT) is proposed to be part of 
traffic exchanged among spacecraft to share the current 
network condition. The measured range can also be included 
in the CIT, in which way a spacecraft will know all the 
relative positions even though not all of them are directly 
connected. 

IV. NETWORK ARCHITECTURE FOR PFF 
As a result of time-critical issue, networking solutions 

prefer the network nodes in a fixed assignment for all 
possible connections by MA technologies TDMA, CDMA, 
FDMA or their combinations, since they enable each 
spacecraft providing measurements from each of the others 
equally and timely [20].  

In addition, the choices of half-duplex/full-duplex 
configurations and centralized/distributed topologies also 
play important roles in PFF network architecture.  

Inevitably, if transmitting and receiving happen at the 
same time, some of the transmitted signal will leak into the 
receiver front ends and may easily saturate the receiver front 
ends or otherwise overwhelm the external signals. Half-

duplex transceiver enables the transmitter and receiver taking 
turns to work, in which way “self-signals” are avoided. Full-
duplex transceiver uses an appropriate filter to isolate the 
transmitter and receiver at their separated frequency bands to 
reject “self-signals”. If the navigation measurements are not 
required simultaneously and continuously, half-duplex 
configuration is adequate and power-saving.  

Network topology is expected to operate in a flexible 
arrangement, so as to account for the evolutionary phases of 
a PFF mission as shown in Figure 5. Neither solely 
centralized nor distributed topology is efficiently applicable 
during the neighbor discovery and formation acquisition 
phases, because some spacecraft are possibly out of 
communication range of others and could not access to the 
network. As the spacecraft progress towards the desired 
formation, it is better for the topology to evolve to a 
centralized graph in order to enable at least one spacecraft as 
reference for precise relative navigation and formation 
control. The role of reference can rotate from one spacecraft 
to another to avoid the problem of single point of failure.  

Roles rotating at different time slots will give a robust 
and efficient connectivity. It can be implemented in a TDMA 
sequence with a strict timing boundary or a CDMA 
configuration with an adjustable period of time slot. 
Constraints of operating any of them come from the time-
critical navigation requirements.  

The possible combinations of different MA technologies, 
half-duplex/full-duplex configurations, and network 
topologies for PFF missions are illustrated in Figure 7-9.  
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Figure 7.  Half-duplex TDMA implemented for PFF mission 
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Figure 8.  Half-duplex CDMA with roles rotation in PFF missions 
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Figure 9.  Full-duplex CDMA implented for PFF missions 

In half-duplex TDMA mode in Figure 7, the 
measurements for propagating relative dynamics are from all 
of the spacecraft at different strictly fixed time slots. 
Therefore, the time slot is limited by the filter propagation 
period. That is, if a complete duty cycle of one TDMA 
sequence is as long as propagation period ti-ti-1, the time slot 
will be one-quarter of ti-ti-1 (in four spacecraft formation), or 
even smaller to compensate for the clock drift by reserving a 
time gap between two slots. There is thus a high possibility 
that the time slot arranged to each spacecraft is too short to 
implement carrier phase measurement and the associated 
integer ambiguity resolution. This circumstance in TDMA 
mode can be improved by extending the propagation period, 
or equivalently, allowing the filter to freely propagate 
without measurement updates. However, the price of an 
increased relative navigation error has to be paid.  

The fixed time slot of TDMA also limits the ability of 
working during different mission phases. It is caused by the 
variable inter-satellite range diversities and variable ranging 
accuracy requirements along with the course of the mission’s 
operations.  

Therefore, it is better to have an adjustable time slot and 
propagation period to avoid signal collisions and also 
guarantee efficient channel occupations and successful 
ranging abilities. Half-duplex CDMA with roles rotating 
architecture is thus proposed in Figure 8. It provides better 
capabilities in a way that the complete measurements from 
all of the spacecraft can be obtained in a single time slot by 
the use of CDMA strategy. This renders the duration of this 
time slot more flexible. It can be long enough to resolve the 
ambiguities and allow re-acquisitions. The implementations 
of either coarse-mode or fine-mode ranging at different 
mission phases are also possible as the time slot is adjustable. 
In addition, the signals transmitted from other spacecraft are 
not necessary to start at the same time in this CDMA mode, 
thus, it is tolerable if a spacecraft is joining in or dropping 
out of the formation.  

Another advantage of such CDMA technology is that it 
can use the GNSS-like technology to the largest extent. For 
example, multiple channels in the system can work 
simultaneously. Differential measurements can be considered 
to improve ranging accuracy.  

As comparison, another candidate architecture using full-
duplex CDMA in centralized topology is shown in Figure 9. 
The isolation between transmitter and receiver is realized by 
separated frequencies and appropriate filters. It takes the 

advantages of allowing the signal transmissions among 
spacecraft without the necessity of re-acquisition each time 
at different time slots. Therefore, the measurements in this 
architecture can be processed simultaneously and 
continuously. The time-critical requirement is satisfied in an 
extreme solution that is the continuous connectivity. In 
addition, this method benefits from the fact that both clock 
offset and relative distance can be produced using dual one-
way ranging [21].  

However, the flexibility is low for this full-duplex 
CDMA strategy as it uses a centralized topology within the 
entire mission lifetime. The nature of full-duplex 
configuration needs more complicated system and consumes 
more power.   

Considering all the above advantages and drawbacks for 
the three different architectures in Figure 7-9, half-duplex 
CDMA with roles rotating is the most robust and efficient 
manner for the PFF missions. The benefits of using it has 
been explained above. The following sections will focus on 
its limitations, including the well-known near-far problem 
and multiple access interference.  

V. CDMA PFF NETWORK CAPABILITY: MULTIPLE 
ACCESS PERFORMANCE AND NEAR-FAR PROBLEM 

The multiple access capability of CDMA is achieved by 
using the GNSS-like C/A code. However, it is not a 
completely orthogonal signalling format, which means cross-
correlation is nonetheless present and induces noise in terms 
of MAI. 

A. Cross correlation without Doppler effects 
Assume that there are two signals, which are all un-

correlated PRN codes with identical spectrum Gs(f) and 
received at the same power level of Ps. The MAI term is 
introduced due to cross-correlation (CC) between undesired 
signal cm(t) and desired reference signal ck(t), where c(t) 
represents PRN code. Ignoring the data modulation, Doppler 
frequency differences and noise for the moment, the MAI 
term is ( ) ( )

k k m m
c ct tτ τ− − with code delay ,k mτ τ . Its power 

spectrum GMAI(f) is thus obtained by convolving the 
individual signal spectrum Gs(f) [22]:  

          ( ) ( ) ( )MAI s s sG f P G f G v f dv= −∫                       (1) 

Only the MAI spectrum near f=0 is important because 
the correlation filters have a small bandwidth on the order of 
Hz. Gs(f)  is in the form of sinc2, thus [22]:  

4

2

0

sin /
(0) ( )

/
c s

MAI s s s

c c

f f P
G P G v v P df

f f f

π
α

π

∞

= =
 

=  
 

∫ ∫    (2) 

where fc is chipping rate, α is a coefficient as a function of 
the filtered spectrum of sinc2. If the spectrum includes all of 
its sidelobes, α is 2/3. If the spectrum is filtered to include 
only the mainlobe, α increases to approximately 0.815 [22]. 
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Assuming M spacecraft at the same separation distances 
with the reference satellite in the formation, then M-1 
interfering multiple access signals exist. Considering white 
noise with noise spectrum density of N0, the equivalent noise 
density and the effective energy per bit to equivalent noise 
density ratio are: 

0 0 ( 1) /eq s cN N M P fα= + −                     (3) 

0 0 ( 1) /
b s d

eq s c

E PT

N N M P fα
=

+ −
                   (4) 

where Td=1/fd, fd is data bit rate. Eb/N0eq determines the bit 
error rate. It is on the order of 10 dB if BER=10-5 and BPSK 
modulation without error correction coding is employed. 

Furthermore, taking into account of the various 
separation distances between spacecraft, the near-far 
problem shows up. The effective Eb/N0eq from a remote 
transmitter is further reduced due to the increase of MAI in 
close proximity.  Because the free space loss is proportional 
to the square of distance, MAI spectrum density in eq. (2) is 
consequently multiplied by Rf

2/Rn
2, a factor to indicate the far 

desired signal to the near undesired interference range-
squared ratio. Eb/N0eq  can then be revised to:  

2 2
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2 2
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      (5) 

The multiple access effect of M-1 near interferences 
degrades the original Eb/N0 by a factor of 

2 2

01 ( 1)( / ) /( )f n s cM R R P f Nα+ − . Note that signal to noise 
ratio 0/sP N  equals to 0/bdf E N⋅ . Figure 10 displays the 
difference between the original Eb/N0 and Eb/N0eq caused by 
MAI effects. Assume using C/A code with chipping rate fc of 
1.023 Mcps, data bit rate fd is 2 kbps, original Eb/N0 is 10 dB, 
and coefficient α is 0.815 in case of 2 MHz bandwidth 
front-end filter by taking account of only the mainlobe 
spectrum. 

As shown, in case of a small scale network and small 
distance diversity, e. g., only one or two interfering satellites 
in the near field of view, the difference between Eb/N0 and 
Eb/N0eq is less than 1 dB and can be negligible. However, as 
the number of satellites is getting larger or the far desired 
signal to the near interference range ratio is getting higher, 
this difference could be beyond the original Eb/N0 threshold, 
which is unacceptable. 

The impact factors of MAI, in the sense of the 
degradation of Eb/N0, can be translated to:  

• Maximum operating range diversity at a specific 
number of satellites in formation; 

• Maximum achievable number of satellites in a 
formation that has low inter-satellite distance 
diversity. 

For example, if five satellites in formation, one behaves 
like a reference and receives signals simultaneously from the 
other four. The maximum operating range is then in the 
sense that inter-satellite distance ratio could not be larger 
than 14 (red line in Figure10). On the other hand, if 
assuming the distance has only 3 times diversity, the 
maximum achievable number of satellites can be up to 620. 
 

 
Figure 10.  Difference between the original Eb/N0 and Eb/N0eq due to the 

near-far problem 

Nevertheless, the results here are much more focused on 
communication performance and based on the assumption 
that Doppler effects on cross-correlations are ignored. When 
it comes to inter-satellite navigation, Doppler effect should 
be counted in, as significant errors will show up even in a 
small scale of network with low separation diversity.  

B. Cross-correlation at high Doppler Offset 
When taking into account of the different Doppler 

frequencies on the signals, there are Doppler frequency 
offsets on the cross correlations. The difference between two 
Doppler frequencies ,k mf f∆ ∆ for the desired and interference 
signals will be referred to as the Doppler offset ,m kf∆ .  

Without considering Doppler, the strongest and average 
cross-correlation peaks are approximately -24 dB and -30 dB 
lower than the main auto-correlation peak [23]. However, 
higher Doppler offset could exacerbate cross-correlation 
levels to -21.1 dB [23]. 

Specifically, for higher Doppler offset ,m kf∆ , the cross-
correlation term turns to  

, ,
( 1)

( ) ( ) cos(2 )
kT

k k m m m k m k
k T

ccR c t c t f t dtτ τ π φ
−

= − − ∆ + ∆∫ (6) 

where T is integration time. The interference code structure 
( )mc t  is changed by multiplication with 

, ,cos(2 )m k m kf tπ φ∆ + ∆ . The effect of this multiplication can 
be significant when the Doppler offset is close to zero, then 
cross correlation errors become significant. This 
phenomenon has been observed and demonstrated by 
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researchers and was referred to as Doppler crossover 
[23][ 24]. 

Furthermore, PRN code (e.g., C/A) is not continuous but 
1023 chip length sequence periodically repeated every 1 
millisecond. That results in 1 kHz (fc/P = 1.023Mcps/1023) 
separated lines in the spectrum within sinc2 envelope [22]. 
Thus, for non-zero Doppler offset ,m kf∆ , the spectrum of 

( )mc t  is shifted with frequency ,m kf∆ . If ,m kf∆  is not close 
to the integer multiple of 1 kHz, the line components of the 
desired signal spectrum and the shifted interference signal 
spectrum does not overlap, thus the cross correlation 
spectrum by convolving them 

, ,( ) ( ) ( ( ))m k k m m kG f G f G v f f dv= − + ∆∫  will diminish. On 
the contrary, mixing at the existing line frequencies on the 
order of several kHz will result in the interference being 
minimally suppressed. That is, if Doppler offset is an integer 
multiple of line component spacing 1 kHz, cross-correlation 
noise energy “leaks” through the correlation process, and 
could exacerbate cross-correlation levels to -21.1 dB [23]. 
The cross correlation errors in this case behave similarly to 
the zero Doppler crossover scenario, and have been regarded 
as n-kHz Doppler crossover [16].  

In order to estimate the magnitude of the cross-
correlation errors, the ranging system work process needs to 
be understood.  As shown in Figure 1, in the tracking loops 
of DLL and PLL, three correlators early, prompt, and late 

, ,E P LI I I  are used and feeding in the discriminator by 
calculating the difference between early and late correlators. 
Discriminator output then serves as feedback to adjust code 
delay and correlator outputs in a new round of iteration.  

Discriminator output represents code tracking error.  
Under the assumption that auto-correlation is much larger 
than the cross-correlations, the normalized early-minus-late 
coherent discriminator can be written as [17]:  

( ) /( ) / 2

( ) ( ) / ( ) / 4
2 2 2

E L E L

cc cc ac

D I I I I
d d dR R R

= − +

 ≅ − − − 
 

                (7) 

where d is correlator spacing in chips, ( / 2)ccR d± and 
( / 2)ccR d± are cross-correlation and auto-correlation with 

early or late delays.  
It is obvious that the tracking error is related to the 

correlator spacing. Like the white noise, using smaller d, 
cross-correlation components ( / 2)ccR d and ( / 2)ccR d−  
become dependent and the common part could be canceled 
out.  

Furthermore, combining eq. (6) and (7), the property of 
dependency on Doppler offset will show up. Simulation is 
given on the cross-correlation effect on the code tracking 
accuracy when Doppler offset ,m kf∆  linearly increased over 
time from -2500 Hz to 2500 Hz. The integration time used in 
the simulation is 20 ms, and correlator spacing is 0.8 chips. 
Only one interference signal is assumed, and has the same 
power level with the desired signal.  

As displayed in Figure 11, zero and n-kHz Doppler 
crossover phenomenon are easily observed from the output 
of discriminator. However, different crossing points give 

different error contributions. At the zero or 2-kHz crossing 
moments, the reaction of code error is a sudden change of up 
to 5 m, while 1-kHz crossing point introduces error at 
approximately 2 m. The error pattern is a sinusoidal-like 
oscillation around the crossover point. A sensitive zone of 
±25 Hz around the crossover point can then be defined where 
cross-correlation contributes the largest errors.  
 

 
Figure 11.  Code error estimation in presence of cross-correlation (top); 

Doppler offset between the desired and interfering signals, which is 
changing over time from -2500 Hz to 2500 Hz (bottom)  

The cross-correlation error is not always as high as 
shown in Figure 11. According to eq. (6), it is also PRN code 
pattern and code delay dependent. RRN 7 and 22 are chosen 
with delay of 923 and 204 (1023 in total for C/A code) in 
this simulation after 1000 trials using Monte Carlo method. 
This code pattern and delay combination is at the moment 
when the average error plus standard variation is obtained.   

It should be noted that the error magnitude is also 
affected by the code Doppler. Similar to the carrier Doppler 
offset, code Doppler offset also exists and will slowly change 
the relative delay between the desired and interfering signals, 
leading to the error magnitude being slightly enlarged or 
lessened. Randomly choosing code delays in Monte Carlo 
method can specifically illustrate the probability density 
distribution of the code Doppler effects in terms of code 
delay, which is however not shown in this paper in order to 
give a clear overview of the carrier Doppler crossover effect.  

C. Near-far problem at Doppler crossover 
The well-known near-far problem not only deteriorates 

the Eb/N0 performance as displayed in Figure 11, but more 
seriously exacerbates the navigation accuracy, especially 
when it shows up at the moment of Doppler crossover.  

Suppose the Doppler offset is 1 Hz, which is inside the 
sensitive zone of zero-Doppler crossover. Simulation in 
Figure 12 displays the errors when the interfering signal 
strength is linearly increased over time while the desired 
signal strength is constant. It is clear that cross-correlation 
error follows the sinusoidal-like oscillation at the frequency 
of 1 Hz, and the error magnitude also increases linearly.  

That means the magnitude of cross-correlation error is 
proportional to the interfering/desired signal strength ratio. 
This relationship implies the same relevance between the 
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error and the inter-satellite distance diversity. Higher 
distance diversity in formation leads to poorer cross-
correlations accordingly. 

 

 
Figure 12.  Code error estimation in presence of cross-correlation at 1 Hz 
Doppler offset (top); Inteference-to-desired signal strength ratio, which is 

changing over time from 0.1 to 10 (bottom) 

VI. CASE STUDY: MAI EFFECTS IN FORMATION FLYING 
Two case study scenarios are provided in order to 

evaluate the MAI effects in realistic formations. 

A. Low earth orbit chief-deputy formation scenario 
A formation geometry in the low earth orbit (LEO) with 

a chief satellite and several deputy satellites is a commonly 
used relative orbit geometry. In case of a Keplerian two-body 
motion, a circular chief orbit, and inter-satellite distance 
much smaller than the chief’s semi-major axis, the relative 
dynamics can be expressed in Closhessy-Wiltshire (CW) 
equations in a linear form in Hill frame [25]. The relative 
motion of the deputy with respect to the chief is:  

(  ) (      )T Tx y z x y z= =   x r v                      (8)   

The vectors r and v denotes the relative positions and 
velocities in radial, along-track and cross-track directions. A 
safe ellipse relative orbit can be created and results in a 
closed form periodic solution when the initial orbit elements 
satisfy [25]

 

0 04 +2 / 0x y n =
                                  (9) 

0 0-2 / 0y x n =
                                (10) 

where n is the orbital mean motion according to 13 2( / )n aµ= , 
with µ the Earth’s gravitational coefficient and a the semi-
major axis of the chief. In such a safe ellipse orbit, the 
chance of collisions is minimized.  

Suppose there are five satellites in formation, one is chief 
and the others are deputies in two safe elliptical orbits. The 
initial relative orbit elements are in Table I. The orbit of the 
chief is circular with a semi-major axis of 7000 km. After 
propagating the relative orbits using CW equations, it could 
be seen in Figure 13(a) that both of the relative orbits of 
deputy satellites are coplanar, which has an elliptical 
projections in the xy- and xz-plane, resulting in the linear 

motion in the yz-plane. The ellipse for Sat 1 and Sat 2 has the 
dimensions of 1×1×1 km, while Sat 3 and Sat 4 are in a 
1×2×2 km ellipse. Inter-satellite distance of each of the 
deputies with respect to the chief is also displayed in Figure 
13(b) in the pattern of sinusoid.   

TABLE I.  INITIAL RELATIVE ORIBT ELEMENTS 

 
x0        

[m] 
y0   

[m] 
z0          

[m] 
0
x  

[m/s] 
0
y    

[m/s] 
0
z  

[m/s] 
Sat 1 1000 0 0 0 -2.156 -0.178 
Sat 2 587.78 -1618.03 -809.02 -0.872 -1.267 -0.634 
Sat 3 -1000 0 0 0 2.156 2.156 
Sat 4 -587.78 1618.03 1618.03 0.872 1.267 1.267 

 

 
(a) Safe ellipse trajectories in 3D and 2D projections. The cross and circle 

denote the positions of the chief and deputies at t0, respectively. 
 

 
(b) Inter-satellite distance of each of the deputies with respect to the chief 

Figure 13.  Safe ellipse relative orbit  propagation in five satellite formation 

When the chief satellite receiving signals from the 
deputies at the same time in CDMA architecture, multiple 
access interference will occur that results from their cross-
correlation effects. As analysed in last section, cross-
correlation is signal strength and Doppler dependent. Signal 
strength ratio between the interfering and desired signal 
could be easily calculated by inversely scaling the inter-
satellite distance ratio. Doppler frequency is:    

2 2 2

'carrier
D

carrier carrier

ff v
c

f f xx yy zz
c c x y z

∆ =

⋅ + +
= =

+ +

  v r
r

         (11) 

Note that 'v  
is not the satellite orbiting velocity, but the 

velocity projected in the inter-satellite link direction. Only 
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this part of velocity will introduce Doppler to the inter-
satellite link. Carrier frequency of the signal carrierf  is 
assumed to be 2.4 GHz in S-band, and c is speed of light.  

For the receiver on the chief, multiple channels are 
allocated to track different PRN codes from deputies. 
Suppose one of these channels is for Sat 3, then signals from 
Sat 1, 2, 4 are regarded as interfering signals. Figure 14 
provides their signal strength ratio and Doppler offsets, as 
well as the code errors resulting from the contributions of 
cross-correlations accordingly.  

The period of Doppler offset or signal strength ratio is 
half of the orbit period. We only look at the first half. Note 
that during the whole period, Doppler offset is within or 
quite close to the Doppler crossover sensitive zone of ±25 
Hz. That leads to a large error being brought in to the inter-
satellite ranging system.  

Analysing the bottom plot in Figure 14 it is shown that in 
general cross-correlation errors oscillate with changing 
frequencies and changing magnitudes. Maximum errors 
occur at the measurement batch of [0.3, 0.4] orbits and a 
clear slow frequency fading moment around 0.32 orbits is 
visible. This is caused by the exact zero-Doppler crossings of 

,23Df∆ and ,43Df∆ that are happened coincidently at the 
moment of their highest signal strength ratio. Another zero-
Doppler crossings for ,23Df∆ and ,43Df∆  occur around 0.02 
orbits, but at a much smaller magnitude, because the signal 
strength ratio at that time is around nadir. 

 

 
Figure 14.  MAI effects in LEO safe ellipse formation geometry. Top:  

interfering/desired siganl magnitude ratio;  Middle: Doppler offset; Bottom: 
code errors in presense of cross-correlations from 3 interfering Satellites.  

B. Magnetospheric Multiscale formation scenario 
MMS formation is a NASA mission, which uses four 

identical spacecraft to make three-dimensional 
measurements of magnetospheric boundary regions and 
examine the process of magnetic reconnection [4].  

MMS mission has four identical spacecraft in a 
tetrahedral geometry. Inter-satellite communication will be 
conducted in a distributed topology and no signal spacecraft 
serves as chief. Two distinct phases will be in this mission. 
For Phase 1, MMS will be in a 1.2×12 Earth Radii highly 
elliptical orbit with a period of approximately one day. The 
initial orbital elements can be found in [4].  

Unlike the low earth circular orbit in the last scenario, 
MMS mission cannot use linearized CW equations for 
relative orbit determination, but by propagating the absolute 
orbits of all the spacecraft using absolute Keplerian 
dynamics and then determining the relative motion in the 
Hill frame using a standard transformation.  

Figure 15(a) displays the relative trajectories of Sat 2, 3, 
4 with respect to Sat 1 to give a basic overview on how do 
they perform tetrahedral formation. Figure 15(b) exhibits 
their inter-satellite separation between each pair of spacecraft 
over two complete orbits. Near apogee, the inter-satellite 
distance are generally about 60 km, but near perigee, the 
spacecraft separations vary dramatically, which can be as 
large as 350 km and as small as 10 km.  

 

 
(a) MMS mission relative trajectories in 3D of Sat 2, 3, 4 with respect to Sat 

1. The circle denotes the positions of the four identical spacecraft at t0. 
 

 
(b) Inter-satellite distance between each pair of the spacecraft in MMS.  

Figure 15.  MMS mission relative orbit 

MMS mission, with four purely identical and distributed 
spacecraft, is a good example of implementing CDMA with 
roles rotating architecture. At a flexible time slot, one of the 
spacecraft will be regarded as reference and receiving signals 
from the other three simultaneously. That indicates the 
potentials of multiple access interference. Furthermore, high 
distance diversity at perigee is particularly challenging for 
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CDMA architecture in the sense of near-far problem. It is 
valuable to investigate the most critical moments when the 
cross-correlation contributes the largest errors within a whole 
orbit period for MMS mission. 

Figure 16 gives two examples of Sat 1 and Sat 4 as 
receivers, respectively, at two distinct time slots when 
interfering/desired signal arrived at receivers with 
dramatically different signal strength ratio.  

The first example in Figure 16(a) shows maximum 4 
times signal strength ratio, as well as the corresponding 
Doppler offset from minimum of -220 Hz to maximum of 
800 Hz (blue dash line). Doppler offset is far beyond the 
Doppler crossover sensitive zone most of the time except for 
the crossing moments at around 0.20 and 0.92 days, when 
the slow frequency fading cross-correlation errors can be 
observed in the bottom figure. Interference at the duration of 
[0.38, 0.50] days, even with high signal strength ratio, should 
not contribute much more errors since the Doppler offset is 
extremely far from crossover. The visible errors at that 
duration actually come from the other interference 
contributor (green solid line) with its crossover at around 0.5 
days and its general Doppler distribution all within the 
sensitive zone.  

 

 
           (a)                                                   (b) 

Figure 16.  MAI effects in MMS mission. Top:  interfering/desired siganl 
magnitude ratio;  Middle: Doppler offset; Bottom: code errors in presense 
of cross-correlations when (a) Sat 1 is as receiver, requiring ranging signal 
from Sat 4 but interfered by Sat 2 and 3; (b) Sat 4 is as receiver, obtaining 

ranging signal from Sat 1 but interfered by Sat 2 and 3. 

The other example in Figure 16(b) occurs more often 
because of the widely diverse inter-satellite separations, 
leading to severe near-far problem with up to 23 times signal 
strength ratio. This results in the degradation of the signal per 
bit to noise density reaching its bad performance threshold as 

explained before, but also yielding significant cross-
correlation errors even if the corresponding Doppler offset 
beyond crossover sensitive zone. Up to 100 m errors are 
visible for a measurement batch of [0.45, 0.55] days. During 
that time, a Doppler crossover at around 0.50 days does 
happen, but luckily, is very instantaneous and almost does 
not leave even more severe consequences. The error 
magnitude is not proportionally increasing with the change 
of signal strength ratio, but keeping low due to the 
compensation by the large Doppler offset. The first error 
spike shows up when the signal strength ratio reaches 13. 
That indicates a kind of threshold for the occurrence of 
significant errors regardless of Doppler offset. 

C. Case-study summary  
The effects of near-far problem and Doppler crossover 

play important roles in defining the CDMA capability for the 
combined inter-satellite communication and navigation.  

In case of low diverse inter-satellite separations, e.g., the 
scenario of safe ellipse orbit in LEO, the corresponding 
Doppler offset is diminutive, leading to high occurrence of 
zero-Doppler crossover and considerable MAI errors within 
the whole orbit period.  

In case of high diverse inter-satellite separations, e.g., the 
scenario of MMS mission in highly elliptical orbit, Doppler 
offset is much higher and beyond the crossover sensitive 
zone for a substantial time of an orbit period, resulting in 
smaller cross-correlation errors. However, if the distance 
ratio between spacecraft reaches to the extent that even the 
large Doppler offset cannot compensate its influence any 
longer, significant errors will show up and affect the system 
accuracy to a large degree. To this end, an adaptive power 
control mechanism could be useful to minimize the impact of 
near-far problem, which ideally implements dynamically 
adjustable power attenuation in order to lower the 
transmitting power of interfering signals when they are in the 
close proximity.  

Note that for both scenarios, there is no n-kHz Doppler 
crossover taking place. However, if thinking of going to 
higher carrier frequency, e.g., K-band or Ku-band, for the 
same orbit relative geometry, the chance of n-kHz Doppler 
crossover is getting high, which is also a resource of large 
MAI errors.  

The methods of mitigating the MAI errors include an 
improvement of code delay loop inside the receiver by using 
a smaller correlator spacing or a longer integration time. One 
can also think of long time carrier phase smoothing of the 
pseudorange measurements, but should carefully take into 
account the requirements of high code and phase update rate 
in such PFF missions.   

VII. CONCLUSIONS 
In this paper, several network architectures are presented 

to support inter-satellite communication and relative 
navigation for PFF missions. Different multiple access 
technologies, half-duplex/full duplex configurations and 
network topologies are thoroughly analysed and combined as 
potential networking solutions for PFF missions. The 
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dedicated requirements for PFF missions are proposed, 
including the time critical issue and the operational 
flexibility, which are used as criteria to evaluate different 
architectures. Half-duplex CDMA with roles rotating is 
selected as a suitable architecture, as it enables system 
working with a wide range of flexibility, such as enabling 
both code and carrier phase measurements at variable 
mission phases, allowing to detect some spacecraft while 
tracking others, and being insensitive to a spacecraft joining 
in or dropping out of the formation. GNSS-like technology 
can also be utilized to the largest extent in CDMA network. 

The limitation of using CDMA is investigated in terms of 
the Multiple access interference. This interference is Doppler 
dependent and suffers as well from the near-far problem. 
Regarding the communication performance, it is shown that 
the equivalent energy per bit to noise density ratio is reduced 
as compared to the case without MAI, leading to a limited 
inter-satellite separation diversity and a limited maximum 
number of spacecraft in the formation. Furthermore, MAI 
error worsens the navigation accuracy, especially at the 
moment of zero- or n-kHz Doppler crossovers or in case of 
signals being corrupted by the near-by interferences. Two 
case-study scenarios, one of a low earth circular orbit 
mission and another for a highly elliptical orbit mission, are 
provided that verifies the severe effects of MAI and the high 
probability of its occurrence within an entire orbit period.  

MAI errors easily exceed the meter level, which can be 
mitigated using smaller correlator spacing or longer 
integration time. Long time carrier smoothing is also helpful 
to minimize the MAI errors. However, the requirements on 
the high update rates of the code and carrier phases need to 
be carefully taken into account in some tight control periods 
in the PFF missions. 
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Abstract—This paper focuses on finding the optimal 

architecture for a multi-standard radio receiver embedding 

analog signal conditioning compatible with the major 

commercial wireless standards. By developing a standard 

independent methodology, the paper addresses systematically 

the large amount of information comprised in the envisaged 

standards. Based on the systematic approach, the multi-

standard receiver main electrical requirements are defined and 

their values determined. The presented results constitute the 

starting point in building a multi-standard wireless receiver. 
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I. INTRODUCTION 

At the beginning of the mobile Internet age, it becomes 
clear there is a strong need of mobile equipment able to 
maximize its wireless connectivity. 

There are several reasons that make extremely attractive 
the usage of multi-standard radio transceivers to enable the 
wireless interoperation of such mobile equipment, [1,2]. 

Firstly, a multi-standard solution is efficient as only one 
design is required to handle the mobile device wireless 
communication. Thus, the number of different dedicated ICs 
or IP blocks inside a large SoC is reduced. This simplifies 
the overall communication platform integration. 

Secondly, since only one design is required to cover for 
all the targeted wireless standards all cost related to the IP 
development and testing are minimized. 

The ideal multi-standard receiver was proposed by 
Mitola in [3]. The Software Defined Radio Receiver (SDRR) 
shown in Fig. 1.a is the optimal choice from system level 
perspective, as it comprises only an ADC. 

In reality, due to practical implementation constrains, a 
multi-standard receiver requires a signal conditioning block 
in between the antenna and the ADC. The SDRR concept 
shown in Fig. 1.b relaxes the ADC specifications by ensuring 
additional selectivity and amplification for the wanted signal. 

First, the paper focuses on finding the optimal 
architecture for the SDRR signal conditioning block that 
enables its monolithic integration. 

 

  
a. b. 

Figure 1.  a. Mitola SDRR Concept, b. SDRR embeding signal 

conditioning. 

Based on a detailed overview of the key receiver 
architectures, Section II introduces the optimal architecture 
for a SDRR that targets compatibility to the major 
commercial wireless standards listed in Table I. 

Second, the paper pursues the identification of the SDRR 
key electrical requirements and their values. Based on a 
systematic approach, the paper introduces a standard 
independent methodology for evaluating the SDRR 
performance. 

Section III defines the SDRR receiver sensitivity, NF and 
gain requirements, while Section IV analyses the blocker and 
interferers impact on the SDRR linearity requirements. 
Section V concludes the paper. 

II. INTRODUCING THE OPTIMAL ARCHITECUTRE OF THE 

SIGNAL CONDITIONING BLOCK 

This Section covers one of the paper’s goals that is to 
find the optimal architecture for the SDRR signal 
conditioning block enabling its monolithic integration. In 
Section II.A, the key receiver architectures are analyzed, 
while Section II.B determines the quadrature direct 
conversion topology suits best the envisaged purpose.  

Section II.C overviews the architectural changes that 
make the homodyne receivers ready for monolithical 
integration. The presented solutions are realized without 
introducing particular analog tricks to satisfy the needs of 
only one of the standards, as the SDRR must represent 
“universal receivers”, and not be turned into a “multi-
standard ASICs”. 

A. Overview of Key Receiver Architectures 

First of all, one of the most popular receiver architectures 
is the heterodyne architecture. It was developed in 1918 by 
Edwin Armstrong as a viable alternative to the regenerative 
receiver with respect to the technical issues of vacuum tubes 
implementation, [4]. 

ADC ADC Signal 

Conditioning 
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TABLE I.  TARGETED MAJOR COMMERCIAL WIRELESS STANDARDS KEY SPECIFICATIONS 

Wireless Standard 
Frequency Plan [MHz] 

Modulation Type 
SNR0 

[dB] 

RF Signal BW / 

Channel Spacing 

[MHz] 

Specified 

Sensitivity  

[dBm] 

Sensitivity @ 

NFRX = 3 dB 

[dBm] Downlink Uplink 

GSM, [5] 

GSM 850  869 ÷ 894.8 824 … 849.8 

GMSK 9 0.2 –102 –109 
GSM 900 935 ÷ 960 890 … 915 

DCS 1800 1805 ÷ 1880 1710 … 1785 

PCS 1900 1930 ÷ 1990 1850 … 1910 

UMTS, [6] 

I 2110 ÷ 2170 1920 ÷ 1980 

QPSK 
−18 

(@ 12.2kbps) 
3.84 / 5 –117 –123 II 1930 ÷ 1990 1850 ÷ 1910 

III 1805 ÷ 1880 1710 ÷ 1785 

Bluetooth, [7] 2402 ÷ 2480 GFSK 16 1 –70 –94 

DECT, [8] 1880 ÷ 1980, 2010 ÷ 2035 GFSK 13 1.2 / 1.736 –83 –97 

WLAN 

IEEE 802.11b 
(DSSS), [9] 

1 / 2 Mbit/s 
2400 ÷ 2485 

DBPSK / DQPSK −4 / −2 
14 / 5 

–80 –104 / –102 

5.5 / 11Mbit/s CCK 9 / 11 –76 –91 / –89 

WLAN 
IEEE 

802.11a,g 

(OFDM), [9] 

6 / 9 Mbit/s 

5150 ÷ 5350 & 5725 ÷ 5825 (a) 

 
2400 ÷ 2485 (g) 

BPSK 4 / 5 

16.6 / 20 

–82 / –81 –95 / –94 

12 / 18 Mbit/s QPSK 7 / 9 –79 / –77 –92 / –90 

24 / 36 Mbit/s 16QAM 12 / 16 –74 / –70 –87 / –83 

48 / 54 Mbit/s 64QAM 20 / 21 –66 / –65 –79 / –78 

 
The basic block schematic of this concept is depicted in 

Fig. 2. The original superheterodyne uses only one 
downconverter mixer (i. e., single conversion 
superheterodyne), and mixes the Radio Frequency, RF, input 
signal with the Local Oscillator, LO, signal. 

The resulting signal frequency is mixed down by the 
mixer (i. e., MIX in Fig. 2), to an Intermediate Frequency, 
IF, equal to the difference between the RF carrier and LO 
signal frequencies. 

Intrinsically the mixing process will render at the mixer 
output also the sum frequency component. For most 
applications this component represents an unwanted signal 
and is filtered by the band pass filter (i. e., BPF in Fig. 2) 
following the mixer and/or in the mixer output stage. 

The major issue of the heterodyne topology is the image 
frequency rejection. 

The issue is two symmetrical signals with frequencies 
spaced apart by twice the IF frequency are downconverted 
by LO mixing to the same IF frequency, as shown in Fig. 3. 

 

RF

LO

IF

LNA
(optional)

MIX BPF
(off-chip)

IRF
(off-chip)

 
Figure 2.  Single Conversion Superheterodyne Receiver Block Schematic. 

Generally, only one of the two sideband signals conveys 
useful information, while the other represents an unwanted 
image signal. 

Thus, for superheterodyne receivers image signal 
rejection is critical for a proper signal demodulation. 

The superheterodyne architecture solves the issue by 
filtering the image signal before it enters the mixer, or more 
precisely, immediately after the antenna in the external 
image reject filter (i. e., IRF in Fig. 2). 

The image rejection filter specifications depend on the IF 
value and they are more relaxed as the image frequency is 
larger, respectively as the distance between the RF carrier 
and its image is larger. 

Signal conditioning constraints, set by the channel 
selection filter located after the down conversion mixer (i. e., 
the second band pass filter of Fig. 2), prevent the choice of a 
very large IF. This toughens image filtering requirements. In 
practice, ceramic filters satisfy the constraints, but they 
possess two major drawbacks: they are quite expensive and 
by far not compatible with monolithic integration. 

Channel selection is also demanding, as for many 
applications channel bandwidth is fairly small compared 
with IF. In such context, bandpass Surface Acoustic Wave 
(SAW) filters are used for analog channel selection. But, 
these types of filters are unattractive to SoC ICs for the same 
two reasons as the ceramic antenna filters: incompatibility 
with monolithic integration and high cost. 

Basically, single conversion superheterodyne receiver 
design is driven by the trade-off between antenna and 
channel filtering, which imposes the optimum IF frequency. 
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a. b. 

Figure 3.  Down-conversion: a. without Image Rejection and b. with Image Rejection. 

 
Second of all, so far, the design of superheterodyne 

receivers has been optimized to alleviate image rejection 
rather than optimizing RF performance. Thus, using an 
image rejection receiver that implements a complex mixer to 
cancel out the unwanted image signal, removes the lock on 
architecture enabling the RF performance optimization. The 
principle schematic of such a receiver is depicted in Fig. 4.a. 

The complex mixer is made out of two mixers which 
share the same RF input, while the LO port is controlled by 
two quadrature signals. By adding a 90 degrees delay line in 
one signal path, the down converted image signals will be in-
phase, while the useful signals will be 180 degrees delayed. 
Hence, by considering the difference between the two paths 
the image signal is cancelled, while the useful signal is 
added. The major advantage of this approach is the antenna 
filtering becomes less critical. Thus, the use of expensive and 
bulky, external (off-chip), ceramic filters are no longer 
required. On the other hand, the image rejection now 
depends on the quadrature accuracy of both gain and phase 
of the LO and IF paths. If the two LO signals exhibit exactly 
90 degrees phase delay and have the same amplitude, while 
the gain of the two paths are perfectly matched, the 
unwanted image signal is completely rejected. 

Hence, image rejection receivers cancel out the image 
signals by subtracting two – potentially very large – signals, 
resulting in a difference that is theoretically equal to zero. 

 

However, any gain error or phase error between the two 
signal paths will determine an incomplete annihilation of the 
image signal. Thus the image rejection, IR, is given by, [10]: 
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where Gain represents the receiver’s gain, GainI-Qerr is the I-
Q gain mismatch and PhaseI-Qerr is the I-Q phase mismatch. 

Since accurate wide-band quadrature phase shifters are 
difficult to design, Weaver receivers of Fig. 4.b are 
preferred. 

To cancel the need for the 90 degrees phase shift on the 
signal path an extra pair of mixers and quadrature LO signals 
are required. Still, the LO signals quadrature accuracy, of 
both gain and phase, and the gain matching of the quadrature 
downconverted channels set the image rejection performance 
as described by (1). 

 
Third of all, all receiver architectures presented so far 

have to fight image rejection. In direct conversion receivers 
also known as homodyne receivers, the IF frequency is zero, 
hence, the useful signal is its own image. 
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a. b. 

Figure 4.  a. Image Rejection Receiver and b. Weaver Receiver. 
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I/Q LO
RF

I 

Baseband

Q 

Baseband
 

Figure 5.  Quadrature Direct Conversion Receiver Block Schematic. 

Therefore, in a homodyne receiver (see Fig. 5) the image 
signal has an amplitude comparable to the useful signal, and 
hence, image rejection requirements are relaxed. 
Furthermore, all baseband processing, like analogue filtering, 
analog-to-digital conversion and the digital demodulation, 
take place at the lowest possible frequency. 

These features make the homodyne receiver an ideal 
candidate for monolithic integration and open the possibility 
of creating an “universal” receiver, compatible with all 
wireless standards, [4]. 

However, although direct conversion receivers 
monolithic integration seems straight forward there are 
several drawbacks to this approach. 

The second major issue of direct conversion architecture 
is that even order distortions generate a signal dependent DC 
offset. 

Another issue of such architecture is self-mixing. 
Basically, the LO signal, which in most cases is orders of 
magnitude larger than the RF signal, leaks to the RF port of 
the mixer and it will be mixed down to baseband. If the LO 
leaking signal is phase shifted with respect to the real LO, 
this almost always being the case in practice, the DC offset 
caused by self-mixing may dominate the mixer output. 

 
Finally, although direct conversion architecture has 

relaxed image rejection specifications, it has to fight with DC 
offset, 1/f noise and self-mixing.  

Hence, the low-IF architectures (see Fig. 6) become 
attractive. Essentially, the RF signal will now be 
downconverted to a low IF frequency (i. e., up to a few 
hundred kHz) and thus, the issues of direct conversion 
receivers are alleviated. 

But, the image rejection requirements are again tight. 
This stresses the implementation of the active poly-phase 
filter that follows the mixer and is used for image rejection 
and channel selection. 

 

I/Q LO
RF A

c
ti
v
e
 

P
o
ly

 P
h
a

s
e
 F

ilt
e

rs

I 

Baseband

Q 

Baseband
 

Figure 6.  Low-IF Conversion Receiver Block Schematic. 

 

B. SDRR Architecture Choice: Heterodyne vs. Homodyne 

The main features of a SDRR must be a versatile 
architecture and the ability to be reconfigured on-the-fly as 
the communication burst requires.  

From the perspective of SoCs, the optimization of the 
chip power dissipation and die area is mandatory. As the 
SDRR will be a part of a SoC, this trade-off must be the 
main guideline in sizing the SDRR design, as well as in 
choosing its architecture, as a first and, very important, 
starting point. 

 
From area perspective the cumbersome image rejection 

filters of superheterodyne topology are not so attractive for 
monolithic integration. 

On the other hand, for direct conversion architecture the 
image rejection requirements are much smaller than for any 
other receiver architecture. 

Furthermore, the IF selection for superheterodyne 
architectures is fairly cumbersome and cannot be 
extrapolated in a systematic way to all standards, as it would 
be required for a true SDRR, [11]. 

The IF should be chosen to avoid the in-band down-
conversion of strong interferers. In most applications the 
nearest strong interferers is located three channels apart from 
the RF carrier, [12]. As the channel bandwidth differs even 
within the same wireless standard, it is not possible to select 
intermediate frequencies which will lead to reuse of same 
image filters for a multi-standard environment compatible 
receiver. 

Similarly, it is difficult to design an accurate wide-band 
90° phase shift block for the image rejection receiver of 
Fig. 4.a, as imposed by a multi-standard application. Also, 
the fact the Weaver receiver from Fig. 4.b requires a cascade 
of two complex mixers increases the overall receiver area 
and power consumption, while it is also constraining its 
image rejection capabilities. 

 
From power consumption perspective the homodyne 

topology has even more advantages. First of all, the 
baseband signal processing takes place at the lowest possible 
frequency. Secondly, this topology is not tributary to the 
3 dB noise penalty of superheterodyne architectures, [11]. 

 
Hence, the SDRR architectures of choice are 

superheterodyne, homodyne or low-IF. 
Table II summarizes the advantages and disadvantages of 

the three architectures with respect to monolithic integration 
in a SDR SoC. 

Given the overview presented in Table II, it becomes 
clear the direct conversion receivers represent the optimal 
choice for satisfying the requirements of a true SDRR.  

This has been validated through several circuit 
implementations in CMOS processes, [1, 13-15]. 

As noted, zero-IF receivers are susceptible to multiple 
issues (e. g., DC offset, 1/f noise, the self-mixing process), 
which make their monolithic integration quite a challenging 
task. All these aspects will be discussed in the following sub-
section.

36

International Journal on Advances in Telecommunications, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/telecommunications/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



TABLE II.  SUPERHETERODYNE, HOMODYNE AND LOW-IF RECEIVERS FOR SOC INTEGRATION – PROS AND CONS 

Superheterodyne Homodyne Low-IF 

PROs CONs PROs CONs PROs CONs 

 Well known  Requires off-chip components 
Ceramic antenna filter 

SAW Filter 

 
 IF selection 

Difficult to mitigate the multi-

standard environment 
 

 Power consumption 

BB signal conditioning  
is done at IF 

 

 3 dB noise penalty, [10] 
Image frequency band degrades 

receiver SNR by 3 dB 

 Less external components 
No ceramic antenna filter 

No SAW Filter 

 
 Image is wanted signal mirror 

Mirror signal is not a strong 

interferer 
 

 Power consumption 

BB signal conditioning is done 
at lowest frequency 

 

 No 3 dB noise penalty 
Quadrature receiver 

 DC Offset 
 

 1/f noise 

 
 self-mixing 

 no DC Offset 
 

 reduced 1/f noise 

 
 reduced self-mixing 

 

 High image 
rejection 

requirement  

 

C. Making the Homodyne Architecture Ready for 

Monolithical Integration 

As detailed in the previous sub-section and in-depth 
analyzed in [16], due to intrinsic operation of homodyne 
systems, they exhibit a large sensitivity to DC offset, either 
static or dynamic, and 1/f noise. Also, self-mixing issues can 
dramatically reduce performance of receivers implemented 
with direct conversion architectures. 

 
First of all, homodyne architecture is extremely sensitive 

to static DC offsets and 1/f noise. As for some wireless 
standards a large part of the signal energy is found at low 
frequencies (e. g., GSM), the down-converter mixer output is 
DC coupled to the anti-alias LPF. Thus, the receiver output 
risks of being overloaded even for small values of the DC 
offset, in the order of a few hundreds μV given the large 
VGA gain, usually larger than 60 dB, [17]. Regular AC 
coupling will not solve the issue, as receiver settling will be 
severely affected by a low cut−off frequency in the order of a 
few hundred Hz. 

Hence, the receiver must embed an offset calibration 
loop. 

One possibility is to use the correlated double sampling 
offset compensation technique, [18]. This is preferred to 
chopper stabilization, [19], as there is no risk of spurs 
overwhelming the receiver output spectrum. The receiver 
block schematic embedding offset calibration is shown in 
Fig. 7, redrawn from [16]. 

In the first phase (i. e., Offset_meas control signal is 
“High” – switches closed) the baseband chain DC offset is 
sampled on a capacitor, via the additional transimpedance 
amplifier, while the antenna input is shorted to ground, [10]. 

During normal operation, the second phase (i. e., 
Offset_meas is “Low” – switches open), the RF input is 
connected back to the antenna and the signal flows through 
the receiver, while the DC offset is inherently cancelled out. 

The static DC offset compensation loop will also reduce 
the 1/f noise level. 

The Fig. 7 receiver embeds multiple LNAs to mitigate 
the multi-standard frequency plan requirements from Table I. 

 

 
Figure 7.  Low-IF Conversion Receiver Block Schematic. 

I Q 

LO 

Divider 
Frequency 

Synthesizer 

Offset_meas 
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The second major issue of the homodyne receiver 
architecture is the signal dependent DC offset generation due 
to even order distortions. the received input power can 
change dynamically, since other transmitters may start to 
communicate, a dynamic offset component is generated due 
to the receiver second order non-linearity. Therefore, 
dynamic offset compensation, to the extent required by 
almost all commercial wireless standards, implies the usage 
of a differential architecture for the whole receiver chain, 
starting with its LNA. 

 
Thirdly, the self mixing process, determined by the LO 

mixing with the LO signal leaking the VCO to the receiver 
input, can generate a large DC offset overloading the 
receiver output. Hence, the VCO must not oscillate at the 
same frequency with the RF carrier frequency. Hence, the 
quadrature LO signals driving the downconverter mixer must 
be obtained by dividing down the VCO frequency in the LO 
divider block from Fig. 7 (e. g., [20]). Moreover, very good 
isolation between RF and LO mixer ports is required for 
good receiver performance. 

III. DEFINING THE SDR SENSITIVITY, NOISE FIGURE AND 

GAIN REQUIREMENTS 

A. Introducing the Minimum Signal-to-Noise Ratio 

Required for Proper Signal Demodulation, SNR0 

The front-end must be able to downconvert the useful 
signal without hampering its electrical properties, such as the 
baseband processor is able to demodulate the information 
within a specified Bit Error Rate (BER). Basically there is a 
minimum SNR at the receiver output, SNRout, required for 
the digital demodulator to properly demodulate the useful 
signal. This minimum SNRout value is further on denoted as 
SNR0. 

As expected, higher SNRs are required to demodulate the 
signal within the same BER as the modulation number of 
bits per symbol increases. 

Increasing the SNR requirements is achieved at the cost 
of higher power consumption, by increasing the signal 
power, or at the cost of lowering the bandwidth. In any case, 
there is a trade-off between power consumption and BitRate 
(BR). This can be mathematically expressed as follows: 

 ,
0








NBWN

EBRS b
 

where S, respectively N, is the receiver input signal, 
respectively noise, power, Eb is the energy per bit, N0 is the 
noise power density at the receiver input; in practice, 
N0 = kBT∙F – where F is the receiver noise factor. 

Given (2), the maximum bit-rate from can be written as, 
[2]: 

 



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
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


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
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N
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From (3) results there is a minimum amount of signal 
energy required to transmit a bit: 


BWBR

NE
BWBR

b
12

0


  

As (4) shows, the minimum Eb only depends on N0 and 
on the coding scheme, through the BR/BW ratio. 

There are two extreme cases depending on the BR/BW 
ratio value. 

Firstly, if BR/BW is very low (i. e., a large BW is used for 
a small BR) the limit from (4) is: 

 2ln0NEb   

This case is exploited by spread spectrum systems. 
Basically, the SNR0 has a negative value for UMTS and 
WLAN 802-11 standards, as it accounts the processing gain, 
[21]. 

Secondly, for large BR/BW (e. g., for 64QAM), the limit 
from (4) becomes: 


BWBR

NE
BWBR

b
2

0  

Hence, the SNR0 in this case is: 

 BWBRb

NBW

EBR
SNR 2

0
0 




  

As an example the SNR from (7) translates to 18 dB 
SNR0 for 64QAM. Of course, this theoretical limit translates 
to a few dB higher value in practical implementation. 

Based on the analysis presented in [22], the SNR0 as a 
function of the BER has been determined for the basic 
modulation schemes. Table I notes the targeted standards 
signal modulation and the corresponding SNR0 values. 

The usage of the concept “SNR0” facilitates the finding of 
the multi-standard receiver key electrical parameters by 
enabling a standard independent approach. 

B. Sensitivity and Noise Figure 

One of the most important parameters of a wireless 
receiver is its sensitivity, SRX. The sensitivity is defined as 
the minimum input signal the receiver must be able to 
demodulate within the specified BER. 

Thus, the Signal-to-Noise Ratio at the RX output, SNRout, 
has to be above SNR0. As each standard specifies a 
sensitivity level, given the useful signal RF bandwidth, 
BWRF, the receiver NF, NFRX, is calculated as: 

 00RFRXRX log10 NSNRBWSNF   

where N0 = kBT = −174 dBm/Hz represents the noise power 
spectral density at the antenna output for T = 290 °K. 
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In practice, an overhead to SNR0 should be considered in 
(8), since the overall receiver SNR is degraded by multiple 
factors, not only by noise (e. g., imperfect impedance 
matching, multipath channel). 

The receiver NF specifications for all the wireless 
standards can be calculated with (8) by accounting the 
specified sensitivity levels from Table I. 

A NF as the one derived by (8) can be obtained at the 
expense of larger power consumption of thy receiver. 

 
In order to maximize the link budget, most commercially 

available dedicated receivers push their sensitivity level 
towards smaller and smaller values by decreasing NFRX. 

Hence, a true re-configurable multi-standard solution 
must embed a receiver with a small NF (typically < 3 dB) in 
order to be able to achieve a low enough sensitivity for all 
the targeted standards. Table I also comprises the required 
sensitivity levels, assuming NFRX = 3 dB, for all the 
envisaged wireless standards. 

C. Maximum gain requirements 

In general, the receiver signal conditioning path gain is 
constraint by the received signal strength. 

Any wireless receiver with an analog signal conditioning 
path embeds at least one variable gain block. 

Thus, for each communication burst an Automated Gain 
Control loop (AGC) measures the Receiver Signal Strength 
Indicator (RSSI) and changes the receiver gain accordingly, 
in order to avoid the ADC overloading and to optimally load 
it. 

The receiver maximum gain requirements are constraint 
by the ADC full scale level, FSADC, and the specified 
receiver sensitivity. 

In order to optimally load the ADC, the receiver signal 
conditioning path maximum gain, GRX, is given by: 


RX

ADC
RX

S

FSk
G


  

where k < 1 accounts the head room taken to avoid the ADC 
overloading. 

TABLE III.  THE MULTI-STANDARD RECEIVER MAXIMUM GAIN 

REQUIREMENTS 

Wireless Standard GRX [dB] 

GSM 115 

UMTS 129 

Bluetooth 100 

DECT 103 

WLAN 

IEEE 802.11 b,g 
(DSSS) 

1 / 2 / 5.5 / 11 Mbit/s 110 / 108 / 97 / 95 

WLAN 

IEEE 802.11 a,g 
(OFDM) 

6 / 9 / 12 /18  

24 /36 /48 /54 Mbit/s 

101 / 100 / 98 / 96 

93 / 89 / 85 / 84 

 

For a multi-standard receiver embedding analog signal 
conditioning (see Fig. 1.c), k is set by the Variable Gain 
Amplifier (VGA) gain step (e. g., 6 dB, [14]). Equation (9) 
assumes all interferes and blockers have been totally filtered 
out before the ADC. This corresponds to the case of 
complete analog channel selection. 

Table III presents the receiver signal conditioning path 
maximum gain requirement for all the envisaged standards 
calculated based on equation (9) for a 1 V FS ADC and for a 
receiver matched to 100 Ω with k = 0.9; the NFRX of the 
receiver was assumed to be 3 dB. For direct sequence spread 
spectrum systems (e. g., WLAN 802.11b) the gain 
requirement is smaller, as in practice other signals will be 
present as well inside the received bandwidth. 

Nonetheless, we can conclude, based on Table II data, 
that the low sensitivity levels of the targeted wireless 
standards require a large maximum gain for the multi-
standard receiver. 

IV. BLOCKERS AND INTERFERERS IMPACT ON THE 

MULTI-STANDARD RECEIVER CHARACTERISTICS 

Besides the useful signal, other interferers and blockers 
can be present at the antenna input. The list comprising all 
interferes and blockers under which influence the receiver 
must still be able to properly demodulate the wanted signal 
represents the receiver blocker diagram. For each wireless 
standard such a receiver blocker diagram is specified. 

Based on the envisaged wireless standards blocker 
diagram analysis, in [12] a receiver generic blockers diagram 
has been constructed. This newly introduced tool enables the 
designer to handle efficiently the large amount of 
information comprised in the targeted radio standards. 

Thus, based on the receiver generic blockers diagram 
analysis it results immediately there are two major issues due 
to blockers and interferes: 

 the receiver output clipping, due to the large receiver 
gain requirements and to the large difference between the 
useful signal and the blocker levels (i. e., typically > 
+40 dBc); 

 intermodulation distortions that fall in-band, due to the 
receiver not perfectly linear transfer characteristic. 

The receiver output clipping can be handled (i) by 
making the LNA and VGA blocks gain variable and (ii) by 
allowing the receiver high frequency part noise and linearity 
performance to adjust with the RF front-end gain. This has 
analysed in-depth in [23]. 

On the other hand intermodulation distortions are un-
wanted products that potentially fall in-band and cannot be 
disseminated from the useful signal. Thus the wanted signal 
demodulation is affected due to the SNR degradation. 
Further on the analysis presented in this Section focuses on 
finding the values for the Figures of Merit (FOMs) used in 
evaluating the radio receiver linearity performance: the IIP2 
and IIP3. 

A. Finding the SDR IIP2 

While receiving the RF input power may change 
significantly because of the reception of unwanted 
blockers/interferers. Due to the receiver even order 
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distortions, the received signal DC offset component will 
change. This dynamic offset effect upsets the received signal 
demodulation, especially if the envisaged modulation 
concentrates a large part of the symbol spectral power at low 
frequencies. This is the case for older standards like GSM, as 
the latest wireless standards use modulation schemes that do 
not carry information at low frequencies. 

The figure of merit quantizing the analog front-end 
second order distortions is the second order intercept point, 
IP2. The SDRR input referred IP2, IIP2RX, is given by, [10]: 

 0RX 22 SNRPPiIP inblocker   

where Pblocker is the blocker level and Pin is the wanted signal 
level. 

Based on the targeted standards analysis, it results the 
worst case scenario is met for the GSM standard that requires 
IIP2RX = +46 dBm, [2]. 

B. Finding the SDR IIP3 

For most wireless receivers, given the fully differential 
circuit implementation, the dominant non-linear contribution 
comes from the third order coefficient of power series 
expansion of their transfer characteristic. The maximum in-
band level of the third-order intermodulation product, PIM3, 
must be smaller than the useful RF signal level with SNR0: 

 03 SNRPP inIM   

In practice, a supplementary head room to SNR0 should 
be considered, since the overall receiver SNR is degraded by 
multiple factors, not only by the down-converted spurs. 

TABLE IV.  MULTI-STANDARD RECEIVER IIP3 REQUIREMENTS 

Standard Intermodulation conditions 
RX IIP3[dBm] 

Eq. Value 

GSM Pinterferer @ −49 dBm, Pin @ −99 dBm (12) −19 

UMTS Pinterferer @ −46 dBm, Pin @ −114 dBm (12) −21 

Bluetooth Pinterferer @ −39 dBm, Pin @ −64 dBm (12) −18.5 

DECT Pinterferer @ −47 dBm, Pin @ −80 dBm (12) −24 

WLAN  

IEEE 802.11b,g  

(DSSS) 

Pinterferer @ −35 dBm, Pin @ −70 dBm 
CCK – 11 Mbit/s 

(12) −12 

W-LAN 

IEEE 802.11g 
(OFDM @ 

2.4 GHz) 

Interferer intermodulation: 

Pinterferer @ Sensitivity,  

Pin @ +32…+15 dBc (6…54 Mbit/s) 

(12) −32 

Blocker intermodulation: 

Pblocker @ −10 dBm, Pin @ −42 dBm, 

BPSK – 6 Mbit/s 

(12) +8.5 

Sub-carrier intermodulation: 

Pin @ −20 dBm, N = 52 carriers, 

64QAM – 54 Mbit/s 

(15) +10 

W-LAN 

IEEE 802.11a 
(OFDM @ 

5 GHz) 

Sub-carrier intermodulation: 

Pin @ −30 dBm, N = 52 carriers, 

64QAM – 54 Mbit/s 

(15) +5 

Given (11), the receiver IIP3, IIP3RX, must meet the 
condition specified by the equation: 


2

3 3interferer
interfererRX

IMPP
PIIP


  

where Pinterferer is the power per interferer of two interferers 
that cause the in-band third order distortion. 

A special case is represented by OFDM Signals. An 
OFDM signal comprises frequency orthogonal sub-carriers, 
[19]. Receiver non-linearity leads to formation of bogus 
signals in-band due to sub-carrier intermodulation. The 
figure of merit in evaluating the third order intermodulation 
products thus formed is the Composite Triple Beat (CTB). 

As is pointed out in [24] the worst case for the CTB 
products level is found in the centre band of the OFDM 
signal spectrum: 

   74.132]dB[ RX  inPIIPCTB  

where Pin is the OFDM signal power in all the carriers. 
Hence, in order for the digital back-end to be able to still 

demodulate properly the wanted signal, the CTB level must 
be smaller than the useful RF signal level per carrier with 
SNR0: 

 0log10 SNRNPCTB in   

where N represents the number of OFDM sub-carriers. 
In (14) SNR0 represents the corresponding SNR 

headroom of the OFDM sub-carrier modulation. 
Given (13) and (14), it results that in order to avoid 

destructive inter-carrier intermodulation, the IIP3RX must 
meet the following condition: 

  74.1log10
2

1
3 0RX  SNRNPIIP in  

Each wireless standard specifies a set of particular 

intermodulation conditions. Table IV summarises the power 

per interferer of two interferers that cause the in-band 

distortion and the input signal power. By analysing all the 

targeted standards, the receiver IIP3 specifications were 

derived using (12) or (15) and noted in Table IV. The large 

variations in the IIP3 requirements are a reflection of the 

extreme reception conditions specific to the wireless 

environment. In [23] it is shown a versatile receiver is able 

to mitigate all presented scenarios, by adjusted dynamically 

its linearity and noise performance with the received power. 

V. CONCLUSIONS AND FUTURE WORK 

This paper conducted an analysis for finding the optimal 
architecture for a SDRR embedding analog signal 
conditioning and targeting compatibility with the major 
commercial wireless standards (see Table I). 
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Based on the analysis of the key receiver architectures, 
the homodyne receiver is found to suit best a monolithic 
implementation of a SDRR. By enhancing the classical 
homodyne architecture through the inclusion of an offset 
cancelation loop and quadrature LO generators the SDRR 
monolithic integration is made possible. The presented 
solutions are realized without introducing particular analog 
tricks to satisfy the needs of only one of the standards, as the 
SDRR must represent “universal receivers”, and not be 
turned into “multi-standard ASICs”. 

Further on, the minimum SNR at the receiver output, 
SNR0, required for a proper signal demodulation was 
calculated for all the envisaged standards. The usage of the 
concept “SNR0” facilitates the finding of the multi-standard 
receiver key electrical parameters by enabling a standard 
independent approach. 

Thanks to the standard independent systematic approach 
the presented analysis found the values for the key SDRR 
electrical specifications (i. e., NFRX, IIP2RX and IIP3RX) that 
ensure its compatibility with the envisaged standards. 

Of course, a true SDRR has to be versatile and robust, 
such as it can adjust dynamically its performance (e. g., 
NFRX, IIP3RX) depending on the communication burst 
particularities. Nonetheless if a SDRR targets compatibility 
with the standards from Table I, it must meet the electrical 
specifications determined in this analysis.  

So, the presented analysis constitutes the starting point in 
building the SDRR. Further on, the SDRR electrical 
specifications must be partitioned over its building blocks. 
The optimal specification partitioning must account the 
limitations due to the physical implementation (i. e., CMOS 
process) for each of the SDRR building blocks. 

ACKNOWLEDGMENT 

The authors would like to express their acknowledgment 
to Dr. F. Op’t Eynde for the fruitful discussions on the topic. 

REFERENCES 

[1] S. Spiridon et. al., “Deriving the Key Electrical Specifications for a 
Multi-standard Radio Receiver,” Proc. Of the First Intl. Conf. on 
Advances in Cognitive Radio COCORA 2011, April 2011, pp. 60-63. 

[2] S. Spiridon, Analysis and Design of Monolithic CMOS Sofware 
Defined Radio Receivers, PhD Thesis, Ed. Tehnica, 2011. 

[3] J Mitola, “Software radios – survey, critical evaluation and future 
directions,” IEEE Nat. Telesystems Conf., 1992, pp. 13/15 – 13/23. 

[4] T. H. Lee, The Design of CMOS Radio-Frequency Integrated 
Circuits, Cambridge University Press, 2nd Ed., 2004, pp. 710-713. 

[5] “ETS 300 577, GSM: Digital Cellular Telcommunications System 
(Phase 2); Radio Transmission and Reception,” European 
Telecommunication Standard Institute (ETSI), 1997. 

[6] “3GPP, Technical Specification 25.101, v.6.10.0,” Third Generation 
Partnership Project, Dec. 2005. 

[7] “IEEE Std 802.15.1™−2005,” IEEE Computer Society, 2005 

[8] “ETS 300 175, DECT: Digital Enhanced Cordless 
Telecommunications,” European Telecommunication Standard 
Institute (ETSI), 1995. 

[9] “IEEE Std 802.11g−2003,” IEEE Computer Society, 2003. 

[10] F. Op’t Eynde, “Direct-Conversion Radio Transceivers,” RF IC 
Design Course Slides, EPFL, Switzerland, October 2005. 

[11] F. Op’t Eynde, “Front-end circuit design for RF Transceivers, 
“Cellular and WLAN Transceivers: From Systems to Circuit Design,” 
Short Course Slides, ISSCC 2011, February 2011. 

[12] S. Spiridon, C. Dan, M. Bodea, “Filter partitioning optimum strategy 
in homodyne multi-standard radio receivers,” Proc. of the 7th Conf. on 
Ph.D. Research in Microelectronics and Electronics, PRIME 2011, 
July 2011, pp.9-13. 

[13] J. Craninckx et. al, “A Fully Reconfigurable Software-Defined Radio 
Transceiver in 0.13μm CMOS,” Digest of Technical Papers of the 
International Solid State Circuit Conference, ISSCC 2007, pp. 346-
347 and 607. 

[14] V. Giannini et. al, “A 2mm2 0.1-to-5GHz SDR Receiver in 45nm 
Digital CMOS,” Digest of Technical Papers of the International Solid 
State Circuit Conference, ISSCC 2009, pp. 408-409. 

[15] M. Ingels et. al, A 5mm2 40nm LP CMOS 0.1-to-3GHz multistandard 
transceiver, Digest of Technical Papers of the International Solid 
State Circuit Conference, ISSCC 2010, pp. 458-459. 

[16] S. Spiridon et. al., “Making Homodyne Receivers Ready for 
Monolithic Integration in Multi-Standard Wireless Transceivers,” 
Annals of Academy of Romanian Scientist, Series on Science and 
Technology of Information, Vol. 3, No. 2, pp. 73-80, 2010. 

[17] S. Spiridon and F. Op’t Eynde, “Low power CMOS fully differential 
variable-gain amplifier,” in Proc. of the Annual Intl. Semiconductor 
Conf. CAS 2005, October 2005, vol. 2, pp 383-386. 

[18] B. Razavi, Design of Analog CMOS Integrated Circuits, McGraw-
Hill, 2000. 

[19] A. Danchiv, M. Bodea, C. Dan, “Amplifiers Chopper Technique 
Effects on Noise Performances,” Proc. 10th Intl. Conf. on 
Optimization Of Electrical And Electronic Equipment OPTIM 2006, 
May 2006, pp. 16-20. 

[20] S. Spiridon, F. Agavriloaie, M. Serban, “High Frequency 
Programmable Wide-Band Frequency Divider Design for CMOS 
Software Defined Radio Transceivers,” Proc. of the 30th Annual Intl. 
Semiconductor Conf., CAS 2007, October 2007, Vol. 2, pp. 451-454. 

[21] A. J. Viterbi, CDMA: Principles of Spread Spectrum Communication, 
Addison-Wesley, 1995. 

[22] A. Tarniceriu, B. Iordache, and S. Spiridon, “An Analysis on Digital 
Modulation Techniques for Software Defined Radio Applications,” 
Proc. of the 30th Annual Intl. Semiconductor Conf. CAS 2007, 
October 2007, vol. 2, pp. 571-574. 

[23] S. Spiridon et. al, “Smart gain partitioning for noise – linearity trade-
off optimization in multi-standard radio receivers,” Proceedings of 
the 18th International Conference Mixed Design of Integrated Circuits 
and Systems, MIXDES 2011, June 2011, pp. 466-469. 

[24] The Relationship Of Intercept Points Composite Distortions And 
Noise Power Ratios, http://www.matrixtest.com/literat/mtn109.pdf, 
Matrix Technical Notes, October 2005 

 

41

International Journal on Advances in Telecommunications, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/telecommunications/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Optimizing the Performance of a Dismounted Future Force Warrior by Means of 
Improved Situational Awareness 

 

Tapio Saarelainen 
Department of Military Technology 

National Defence University 
Finland  

e-mail: tapio.saarelainen@mil.fi 
 
 

Abstract—The future operational settings involve a battlespace 
where warriors and commanders rely on SA-tools to perform 
optimally in their given tasks. This may include combat 
settings in Military Environment (ME) as well as counter 
insurgency actions, peace-keeping operations and operations in 
Crises Management Environment (CME). In multi-national 
operations taking place in versatile and hostile environments, it 
is essential to detect, classify and identify the encountered 
objects and targets in the battlespace early enough. 
Consequently, the concept of war has changed in the direction 
of multi-symmetric warfare involving enemy troops, own 
forces and impartial entities. This paper discusses the existing 
and applicable Commercial-off-the-shelf (COTS)-based 
communication technologies with solutions suitable for 
military operations. These examples are examined by focusing 
on enhanced Situational Awareness (SA) as a tool facilitating 
improved decision making processes to support the execution 
of operations in a versatile battlespace and thereby optimize 
the performance of a dismounted Future Force Warrior 
(FFW). 

Keywords-Situational Awareness (SA), Common Operational 
Picture (COP), Wireless Polling Sensor Network (WPSN), 
Performance, Future Force Warrior (FFW). 

I.  INTRODUCTION AND DEFINITIONS 

The purpose of this paper is to examine the existing and 
applicable Commercial-off-the-shelf (COTS) based 
communication tools available for enhancing dismounted 
Future Force Warriors’ Situational Awareness (SA) and 
thereby maximizing their performance via improved 
decision-making capabilities. Dismounted warrior fights on 
foot, not inside of a vehicle. This paper begins by 
introducing the topic and key terminology followed by 
covering related studies [1]. Then the text turns to challenges 
concerning Combat Identification (CID). Then a 
comprehensive approach to targeting process is discussed. 
After this, the paper examines the means of accruing data for 
improved decision making processes and moves on to 
challenges involved in distributing Situational Awareness-
data. Then the focus shifts to location and communication 
possibilities in urban areas followed by the discussion 
section and the conclusions. 

When optimizing the performance of Future Force 
Warriors (FFWs), the data distributing and processing 
capabilities become seminal in enhancing improved SA and 

data distribution to enable near real-time Common 
Operational Picture (COP) and Shared Situational 
Awareness (SSA). Once the location data of varying entities 
can be reliably forwarded to respective command posts, the 
number of fratricide incidents and collateral damage can be 
significantly minimized. 

 
Once identifying and defining relevant information and 

its distribution in the battlespace is determined as the key in 
Network Centric Operations (NCO), every effort to ensure 
the information flow between own warriors and sensors 
needs to be analyzed [2]. Contemporary weapon systems 
require greater amounts of intelligence data at a higher 
fidelity than ever before [3]. Since operations tend to be 
multi-national, different sensors and systems are required to 
communicate understandably between each entity to 
minimize fratricide and collateral damage by maximizing the 
distribution of the near real-time COP. One solution involves 
utilizing Business Management Language (BML) [2].  

This paper concentrates on tackling the following three 
questions: 1) How to optimize the performance of a 
dismounted FFW by means of improved SA? 2) How to 
increase SA with the available COTS-based communication 
technologies? 3) What are the means to avoid casualties, 
collateral damage, and fratricide?  

As for key terminology, a new network structure called 
the Wireless Polling Sensor Network (WPSN) is explained 
in [4]. Since nodes do not form a network per se but rather 
are polled by a selected node of the mobile network, they 
remain undetected due to their passive nature. The network 
structure offers a new and ubiquitous way to share and 
forward all kinds of data, including data collected by various 
sensors. Moreover, the outdated Identification Friend or Foe 
(IFF) systems are replaced and supplemented with effective 
and accurate means to identify the prevailing objects. 

Examining the means to minimize fratricide and 
collateral damage presupposes applying the model presented 
in Figure 1. This terminologically updated model emphasizes 
how Tactics Techniques and Procedures (TTP), Combat 
Identification (CID), Common Operational Picture (COP), 
and Situational Awareness (SA) play a central role in 
minimizing the number of fratricide incidents and collateral 
damage. 
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Figure 1.  The Reason’s Swiss Cheese Model updated by applicable 

terminology as a tool to explain the mechanism of avoiding fratricide and 
collateral damage, Blue-on-Blue (BoB) [5]. 

An applicable definition for Situational Awareness (SA) 
is given in the Army Field Manual 1-02 (September 2004): 
“Knowledge and understanding of the current situation 
which promotes timely, relevant and accurate assessment of 
friendly, competitive and other operations within the 
battlespace in order to facilitate decision making. An 
informational perspective and skill that fosters an ability to 
determine quickly the context and relevance of events that is 
unfolding.” 

The process of determining the affiliation of detected 
objects in the battlespace equals Target Identification (TI) 
[6]. When using this categorization, blue denotes the friendly 
force, red the enemy, and white refers to neutral (impartial) 
entities. The traditional method of TI is based on visual 
signature of the object of interest. In contemporary warfare 
TI is also based on utilizing the electromagnetic spectrum of 
the target. Properly applied, data and sensor fusion can be 
seen as a means to prevent collateral damage and fratricide. 
As a matter of fact, TI can be divided into two categories: 
Cooperative Target Identification (CTI) and Non-
Cooperative Target Identification (NCTI). CTI allows a 
human shooter or sensor to interrogate a potential target and 
thereby forces the potential target to respond to the 
interrogation in a timely manner as described in Figure 2 [5] 
[6]. 

 

 
Figure 2.  The process of Cooperative Target Identification (CTI) [5]. 

In contrast, NCTI does not require a cooperative response 
from the target. NCTI involves systems or methods which 
exploit the physical characteristics of entities in the 
battlespace to help identify and determine affiliation. NCTI 
systems include optics, such as Thermal Weapon Sights 
(TWS), night Vision Goggles (NVG), Forward Looking 

Infrared Radar (FLIR), as well as vehicle and personnel 
markings, for instance, Joint Combat Identification Marking 
Systems (JCIMS) [6].  

Combat Identification can be defined as a process of 
attaining an accurate and timely characterization of detected 
objects in the joint battlespace to the extent that high 
confidence, timely application of military options and 
weapons resources can occur [6][8]. An extension of this can 
be understood as a process of accurately characterizing the 
detected objects via the operational environment sufficiently 
to support engagement decisions [6]. The purpose of CID is 
to enhance unit combat effectiveness and simultaneously 
minimizing fratricide. In the form of an equation CID reads 
as: SA + TI = CID [6].  

The core capability in SA is Common Operational 
Picture that fosters effective decision making, rapid staff 
actions, and appropriate mission execution [6][9]. COP is 
employed to collect, share and display multi-dimensional 
information to facilitate collaborative planning and response 
to security incidents. COP typically comprises three types of 
modules as indicated in [5]: 1) information gathering sources 
that observe events and report information to the command 
and control module, 2) a command and control module that 
makes decisions based on both information received directly 
from its information gathering sources and information 
reported by other peers, and 3) display units at the 
emergency location that receive instructions from the 
command and control module [6]. 

The acronym MOUT (Military Operations on Urban 
Territory) denotes military actions planned and conducted on 
a terrain complex where manmade constructions impact the 
tactical options available to commanders. Urban combat 
operations may be conducted in order to capitalize on the 
strategic or tactical advantages gained by the possession or 
control of a particular urban area or to deny these advantages 
from the enemy [4]. The characteristics of MOUT include 
complex situations brought about by engagements in urban 
environments (ambushes, civilians).  

Combat Effectiveness (CE) can be defined as the ability 
of a (friendly) unit to rapidly and accurately sort and 
categorize detected objects (blue, white, red) and make a 
decision as to whether or not to employ deadly force against 
the identified object/target. Effectively applying the CE 
guarantees a minimum level of collateral damage and 
fratricide. 

Now, to exemplify the previously defined terms, the 
following briefly examines Rules of Engagement (ROE). 
Together with tactics, techniques and procedures, ROE 
defines guidelines which then support an individual in a 
situation when a decision is made about whether or not to 
open fire. TTP supports the decision making process 
regarding force implementation in the Area of Operations 
(AOR). Depending on the ROE formulations, the orders 
concerning using force may vary as indicated in Figure 3. 
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Figure 3.  ROE in relation to the number of troops killed (blue, white, red) 

and the number of losses and fratricide [5]. 

All warriors depend on situational awareness (SA) [10] 
which can be provided also by using WPSN-systems 
introduced in [4]. The Blue Force Tracking-systems (BFT) 
along with the White Force Tracking (WFT) presented in [5] 
provide vital information for improving commanders’ 
decision-making and avoiding fratricide and collateral 
damage. Blue Force (BF), allies and White Force (WF) need 
to be constantly precisely located. 

 

II. RELATED WORK 

This study has a strong linkage to dismounted FFW 
programs and Soldier Modernization Programmes (SMPs) 
ongoing in all major militaries. Obviously, they continue to 
be increasingly significant in enhancing the overall 
performance of militaries regardless of the financial 
retrenchment and downsizing demands. These programs 
concentrate on improving and updating dismounted soldiers’ 
equipment thereby optimizing performance to minimize 
collateral damage and fratricide. The specifics related to the 
challenges concerning gathering and forwarding information 
are well known by militaries around the world. However, 
since nations invest significant sums of money on 
development projects, the specifics tend to remain classified 
and no valid test-data are available. The same applies to 
mathematical formulae, simulation results, and other types of 
ad hoc testing reports. Thus comparing and analyzing 
existing Future Force Warrior communication systems and 
architectures is currently a research mission impossible as 
the data remain unavailable for validation purposes. 
Developing military gear for future armed forces, and special 
operation forces in particular, continues to be expensive as 
devices are necessarily tailored for a limited number of users. 
This is why COTS-based gear solutions become an 
attempting alternative for military purposes as well.  

Moreover, the existing COTS-based Command, Control, 
Communications, Computers, Intelligence, Information, 
Surveillance and Reconnaissance (C4I2SR) technologies 
with their applications are relevant in facilitating the 
developments necessary for overcoming the varying 
challenges encountered in the future battlespace. 

In terms of practical battle proof examples, the 
technology for Blue Force Tracking (BFT) was used during 
Operation Iraqi Freedom (OIF) for coordinating operations 
among the Joint Services and with allies and resulted in 

reduced causalities due to enhanced SA [11]. 
Understandably, the means to increase SA via improved BFT 
and WFT are also developments in progress. Figure 4 
illustrates an example of the dismounted FFW system from 
the perspective of selected warrior gear. 

 

 
Figure 4.  An example of a dismounted FFW with selected gear. 

As introduced in [12], this paper continues to examine 
the interconnectedness of trained FFW and their gear in the 
light of the following three warrior levels: 1) the basic 
Warrior at the bottom level, 2) the Readiness Brigade 
Warrior, and 3) the Special Forces Warrior. The amount of 
TID and SA data varies along with the level of a FFW. In the 
higher echelons, the amount of data gathered via sensors and 
tracking systems is vast. To transmit and distribute the 
location information filtered and fused through various 
systems remains a challenge. A basic warrior located on the 
ground must fight rather than monitor his palm or wrist 
computer or lap-top.  

In the building process of FFW, the key element is the 
hierarchy of the warrior levels (Basic, Readiness Brigade and 
Special Forces Warrior). As described in [12], concerning 
warrior levels, FFW act as moving relay stations to ensure 
the throughput of communication devices used. A warrior is 
in a key role in low level operations, and a warrior acts as a 
node or sensor in Network Centric Operations [12]. The 
FFW is an applicable sensor platform for Netcentric 
Operations as indicated in Figure 5. 
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Figure 5.  An example of a fully integrated Warrior for location purposes 

outdoors, indoors and in MOUT for contemporary warfare [19]. 

The principal contributing efforts, technical and 
procedural, involve the following [10][11]. First, CTI, 
automated query or response systems for dismounted 
personnel and light vehicles need to be addressed. Secondly, 
a means to share SA systems for employment at the platoon, 
squad, team, and individual levels must be applied. Thirdly, 
digitally-aided supporting fires’ coordination and control 
must be defined. Fourth, Digitally-aided Close Air Support 
(DCAS) coordination and control has to be applied. In 
addition, challenges with Combat Identification Server (CIS) 
interoperability and Personnel Recovery Command and 
Control need to be solved. Lastly, marking and beacon 
systems for dismounted personnel, light vehicles, and 
friendly locations need to be applied. In fact, the US Army is 
fielding its new SA system known as Force XXI Battle 
Command and Brigade and Below (FBCB2) [10][12]. One 
of the keys into the success is careful mission analysis and 
thorough evaluation of Courses of Actions (COAs). Both 
processes can save time and minimize collateral damage. 
The use of available Blue and friendly Forces and resources 
can be optimized. This increases efficiency and along with 
minimum casualties, leads to minimum recovery times. 

III.  CHALLENGES IN COMBAT IDENTIFICATION  

In military operations everything is done to prevent 
fratricide. Currently, identifying a warrior regardless of the 
visibility conditions is essential. As evident in Figure 2 
earlier, both an interrogation unit and a responder unit are 
necessary, presupposing, first of all, that the systems are 
fully operational, and, secondly, that the distance between 
the warriors is appropriate. In case the identification system 
doesn’t reply, a human is making the decision to open fire 
based on the TTP. The Identification to whether or not to 
open fire is based on the visual signature of the uniform, 
weapon and gear [5]. 

However, one needs to keep in mind that there is always 
the possibility that the location device gets stolen or misused 
by a third party in that, for example, an insurgent tries to 

function as a member of the White Force [5]. In order to 
increase the reliability of the system, the tracking devices 
have to be pre-coded and tied in pairs in advance before 
entering the battlespace to prevent the stealing of the 
tracking device. Once paired devices are torn apart, they stop 
functioning as planned – and devices become dysfunctional 
[5]. After the separation process, the devices must be re-
paired and re-coded by the operator. During this process, the 
operator re-identifies the person. 

IV.  COMPREHENSIVE TARGETING PROCESS 

First of all we start with the Point of Interest (POI) in the 
battlespace. When the POI has been detected, classified and 
finally identified, it may be indicated as a potential target. 
POI is not automatically a target. The utilization of 
Unmanned Vehicles (UVs) and Unmanned Aerial Vehicles 
(UAVs) and Unmanned Ground Vehicles (UGVs) play an 
important role in target acquisition, starting from the phase 
of detection of a POI. 

When returning to ROE/TTP (whether or not to open 
fire), a link behind the targeting process deserves a closer 
look. The process is known as Detect, Identify, Decide, 
Engage, and Assess (DIDEA) [6]. The DIDEA provides an 
iterative, standardised and systematic approach supporting 
targeting and decision making, being generic enough to be 
used as a systematic process for Command and Control (C2) 
node targeting and decision making. Separate actions inside 
DIDEA area as follows [5]: 

Detect: The process of acquiring and locating an object in 
the battlespace by analysing the phenomena in the 
electromagnetic spectrum.  

Identify: The process of classifying an object into the 
category of blue, white (neutral) or enemy. This represents a 
primary step where specified CID tasks are accomplished.  

Decide: The decision making process that follows the 
detection and identification phases. This is the most generic 
step within the process and represents the primary step where 
a specific ROE application occurs. In the decision-making 
phase, the executive officer / warrior has to decide and 
define what type of weaponry is appropriate for to the 
mission. In cases of opting for the use of deadly force, the 
following questions need to be addressed: 1. Can I engage 
(ROE application)? 2. If there are several targets, what is the 
order to engage the selected targets? 3. Which one is the 
most appropriate weapon system (most cost-effective, 
appropriate against the selected target)?  

Engage: The execution of selected weapons in a selected 
order starting from the most dangerous target moving on 
according the panned sequence.  

Assess: Monitoring the gained effects with the use of 
destruction power. Employing the force of various weapon 
systems available is repeatedly executed until the required 
level of destruction is achieved.  

Once the critical data have been collected they have to be 
quickly analyzed to be used for evaluating different Courses 
of Actions. Success depends on an accurate mission analysis 
and a timely evaluation process of the accrued data. 
Improved SA results in optimal time for mission execution 
and simultaneous minimizing of casualties, which increases 
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efficiency and leads to minimum recovery times improving 
the overall efficiency of the troops utilized. 

Once commanders have access to more current 
reconnaissance data for mission execution, they are able to 
analyze different COAs and, calculate the pros and cons to 
evaluate the best possible method to operate in any scenario 
prevailing. As explained in Figure 6, military commanders 
have by default value at least two different options for 
executing the mission in question. Once the Military 
Decision Making Process (MDMP) has been completed, the 
most effective operation can be executed to maximize the 
performance of the designated troops. In the described 
scenario below, the commander focuses the performance on 
destroying the Command Post (CP), the alternative number 
2, instead of attacking against the armored enemy. 

 

 
Figure 6.  Possibilities of COAs [13]. 

When it comes to SSA, it is crucial to be able to 
distribute the accrued data rapidly and accurately in order to 
ensure success in military operations. When the accrued data 
remain intact and non-corrupted, both the execution of 
operations and the evaluation of COAs at all commander 
levels are improved. In particular in joint operations, the 
effective distribution of COAs and SSAs is in a central role. 

V. HOW TO ACCRUE DATA FOR THE DECISION MAKING 

PROCESS? 

Self-evidently, cases of fratricide and collateral damage 
are bound to surface to some extent. Militaries are interested 
in locating both own troops and also increasingly the neutral 
entities of Non-Governmental Organizations (NGOs) and 
Governmental Organizations (GOs), the WF, the members of 
which can be tracked by using WFT described in [1]. 

Briefly put, the problem relies in relating the TTP, CID, 
COP and SA to the rules of ROE. This involves dealing with 
the balance described in Figure 3 earlier. If ROE 
formulations are too strict, for example, the commander’s 
intent is to avoid the use of deadly force unless it is 
absolutely certain that the targeted object is positively 
identified to be an enemy – the Blue Force will suffer on the 
basis of the actions caused by the enemy. And, if ROE 
formulations leave too much room for interpretation, various 
types of casualties (red, blue and white) are bound to occur. 
Thereby the transmission of combat-critical location and 
identification data plays a crucial role in the battlespace.  

The process of a complete targeting process can be 
described in a simplified form in a formula: Detect, Identify, 
Decide; Engage and Assess [6]. The DIDEA provides an 
iterative, standardised and systematic approach supporting 

targeting and decision making, being generic enough to be 
used as a systematic process for C2 node targeting and 
decision making. This process is thoroughly discussed in [6]. 

Furthermore, older existing systems are available for 
distributing data gathered by various types of sensors in 
various types of military and humanitarian crises 
environments. These technologies are based on WPSNs 
described in [4] and Wireless Sensor Networks (WSNs) 
described in [14][15]. The former are passive and will 
remain hidden whereas the latter are active and represent a 
more easily detectable system. Both systems are applicable 
in transmitting constantly flowing data from a sensor to a 
node, for example, to a vehicle or an unmanned vehicle 
(UV).  

As suggested in [12], viable COTS-based methods exist, 
which improve the C4I2SR of a warrior at all the levels. The 
examples covered are based on usability cases of WPSN-
solutions. They indicate that a warrior can obtain more 
critical information on the battlespace by using the presented 
WPSN solutions. This improves the general efficiency of a 
warrior at all levels. The platforms used today on the 
battlespace are not efficient. This is because they are based 
on a single sensor and they do not collect data in a way that 
would allow collaboration of multiple sensors. The proposed 
solution makes use of multi-sensor collaboration for 
improved location information and improved SA. Figure 7 
explains the structure of a warrior skeleton as well as the 
location of the WPSN-system inside the FFW-system [4]. 

 

 
Figure 7.  A Warrior’s electronic skeleton [4]. 

In terms of FFW equipment, warriors need to be 
functional and their gear must be planned according to the 
set tasks. A key factor is the efficiency of a warrior, which 
can be gained via an improved SA, BFT and Command and 
Control. Warriors have to maintain their agility and remain 
active in the battlespace. However, since only combat-crucial 
gear can be hauled along, thereby not nearly all the gear 
necessary can be attached to the dismounted FFW. Thus the 
warrior skeleton and its communication systems need to be 
carefully defined and built at each warrior level according to 
the given task requirements. Currently, the present solutions 
seen in active use are cumbersome and lack integration. The 
WPSN-solutions still remain unapplied in these platforms. 
Thus the maximum potential remains unreachable without 
effective sensor and data fusion. Militaries are moving 
towards smaller specialized units while the overall 
performance requirements keep increasing. At the same time 
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troops are designed and trained for dismounted operations in 
which a greater degree of flexibility and reliability of battle-
proof and robust systems are needed. 

Practically speaking, small militaries are often unable to 
utilize the possibilities in target acquisition offered by UVs 
and UGVs. As introduced in [13], affordable and easily 
deployable Sensor Munition Element (SEM) offers new 
possibilities to accrue data behind the enemy lines. The 
system is based on Commercial-off-the-shelf (COTS)-
products and is affordable for the use of small troops utilized 
in small militaries. 

Means to accrue SA-data in the battlespace are depicted 
in Figures 8 and 9. All available means are utilized in order 
to avoid fratricide and collateral damage thus maximizing the 
performance of own troops to ensure mission success. 

 

 
Figure 8.  On deploying an SE above an enemy territory: 1) Fire Support 

Order is commanded, 2) SEM is airborne, 3) SEM opens and ejects the SE, 
4) the SE starts to transmit gathered data from the enemy territory and 

targets [13]. 

 
Figure 9.  The Comprehensive system of gaining SA-data to avoid 

collateral damage and fratricide [5]. 

The decision as to whether or not to open fire is based on 
the visual signature of a given uniform, weapon and gear as 
well as magnetic, seismic or acoustic signals identified by a 
sensor [14] as described earlier. Self-evidently, the 
transmission of combat-critical location and identification 
data play a crucial role in the battlespace. Once the accrued 
data have been transmitted and received, they flow through a 
dissemination process, where these data are analyzed and 
fused to form a COP and to increase the overall SA. Figure 
10 explains the process of Signature Prediction Process 
(SPP). 

 

 
Figure 10.  The Signature Prediction Process, typical of several available 

surveillance and detection systems. 

The destruction power of a given weapon system has to 
be optimized according to the enemy location (forest, open 
area, Urban Territory), the state of movement on-the Move 
(OTM) or at-the-halt (ATH), and the protection-level 
(mounted, dismounted, dug). Apart from this, the 
commanding officer must keep in mind that operations are 
executed with improper SA, COP and suffer from lack of 
precise real- time CID. 

Figure 11 emphasizes the importance of SA around the 
target area. The shooter has to be aware of the locations and 
status of both own troops and the enemy. It is critical to 
optimize the destruction power of a weapon system along the 
identification of a target. When the target represents a 
hierarchically critical enemy commander, he or she can be 
destroyed by transmitting the coordinates and visual 
signature to the designated shooter, as indicated in Figure 11. 

 

 
Figure 11.  The importance of the SA around the target area [5]. 

To enhance improved SA and COP, Geographical Based 
Situational Awareness (GBSA) can be utilized [14]. The 
system utilizes the VHF-frequency operated Combat Net 
Radios (CNRs). When the CNRs are on the connectivity 
range, they recognize and identify radios in the system. Once 
the radios are at the same channel and the clock (hopping 
sequence) of CNRs are in a correct time, a reliable SA-tool 
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[14]. The main problems related to this system have to do 
with the clock and hopping sequence. This is one possibility 
to minimize fratricide and collateral damage. At the moment, 
the main benefit of this concept is in preventing from being 
fired at by own weapon systems, minimizing incidents of 
fratricide by means of improved SA-information. 

VI. CHALLENGES INVOLVED IN DISTRIBUTING 

SITUATIONAL AWARENESS DATA 

The amount of data accrued via versatile sensors and 
tracking systems is necessarily immense to say the least. As 
a result, to distribute the location information filtered and 
fused through various systems remains a challenge. As said, 
warriors’ main function remains to fight instead of double-
checking monitor his palm-top or equivalent. Besides, there 
will always be disturbances in electromagnetic spectrum, 
quality of service (QoS) and transmitting power along with 
the limited bandwidth set limitations to the ubiquitous 
communication systems. As indicated in Figure 12, the 
possibilities of battlespace communication are versatile, 
since almost all the sensors utilized are somehow linked 
together to facilitate BFT and CID and to improve COP and 
SA. 

 

 
Figure 12.  The types of possible platforms serving as sensors and network 

nodes [5]. 

The problems encountered in data distribution are linked 
to the present existence of various devices and data in 
interfaces. BML can be seen as a common language enabler 
between gadgets and interfaces [2] along with almost 
ubiquitous swarms of UAVs described in [15]. Limitations in 
energy and bandwidth play a vital role. The locating of 
instruments of various types consumes reasonable amounts 
of energy, not to mention the increase in weight and number 
of devices in warrior gear and required maintenance. Due to 
lack of accessible wireline infrastructures, unmanned 
systems have to be powered through a combination of 
batteries, solar power, and power scavenging [16]. When 
FSO-technology is adopted in backbone networks and 
between selected ground stations, an intelligent, dynamic and 
secure data transmission with high data rates can be offered 
to mobile end-user [17]. FSO-technology offers high-speed, 

reliable and cost-effective connectivity for heterogeneous 
wireless services provision in both urban and rural 
deployments when Dense Wavelength Division Multiplexing 
(DWMD) is utilized in Radio-on-FSO (RoFSO) system [18]. 
It has been demonstrated in tests that the advanced DWDM 
RoFSO offers a viable solution to provide broadband 
wireless connectivity. Radio over Fiber (RoF) technology 
will most likely offer a reliable data transmission rate of 10 
Gbps in the next generation FSO-systems [18]. A simplified 
principle of FSO-communication system is introduced in 
Figure 13. 

 

 
Figure 13.  A schematic diagram of a point-to-point FSO communication 

system [19]. 

To maximize the possibility of devices communicating in 
a proper and planned manner, the topology of network 
systems has to be correctly coordinated (manage spectrum 
usage with group mobility patterns) [20]. In addition, the 
hierarchy of a network has to support and enable this. Both 
the goals can be achieved by hierarchical design where 
devices are only to interact with their peers from the same 
group [21]. Furthermore, the transmit antenna selection is a 
practical technique for achieving significant power gain, 
even with commodity hardware and without changes to 
different waveform protocols [13].  

As discussed in light of usability cases presented in [16], 
WPSN is beneficial because of the following reasons: the 
effect of roadside bombs can be avoided once their precise 
location is known early and precisely enough. The increased 
knowledge at the basic warrior level in the form of location 
information gained from the Self-Calibrating Pseudolite 
Array (SCPA) on the battlespace improves warriors’ ability 
to carry out the set tasks. Roadside bombs can be detected 
early enough and dismantled or destroyed before own or 
allied forces arrive on the spot. The Special Forces utilize the 
same output of SCPA while conducting their ultimate tasks. 
Since the nodes of WPSN do not communicate with each 
other, the system remains concealed, yet active. The WPSN 
node communicates with a UAV through encrypted 
messages. Thus WPSN responds only after a UAV has 
submitted a polling request with a specific code. Utilizing 
swarms of UAVs and UGVs has to be emphasized. The 
routes of UVs can be fed into the systems early enough to 
gain the needed information from the designated areas as 
depicted earlier in Figure 11. 

VII.  LOCATION AND COMMUNICATION POSSIBILITIES IN 

URBAN AREAS 

An Army tactical warfighter needs network services both 
OTM and ATH [5]. One of the lessons learned from Iraq and 
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Afghanistan was the need for a more robust Beyond-Line-
Of-Sight (BLOS) communication capacity between the 
lower Army echelon Land Warriors, from Squad Leaders to 
Battalion Commanders [5]. 

The proposed and described solutions have to be based 
on novel, generic and robust battlespace-proven solutions in 
order to meet the given needs, and this in turn involves 
addressing the topology of the network system carefully. In 
MOUT transmitting and receiving signals of different 
waveforms simultaneously is challenging due to the nature 
of the combat environment [22]. 

Since the power production and power consumption will 
remain as a challenge, certain issues need to be addressed. 
Thus when defining the network design, it has to be 
emphasized that network coding enables a more efficient, 
scalable and reliable wireless network [23].  

The MOUT environment features no service of the 
Global Navigation Sensor System (GNSS) indoors, and 
indoors propagation poses a serious problem. The placement 
of an antenna platform is challenging. One solution can be 
the installing of a high-bandwidth conformal antenna in the 
soldier’s helmet with the coverage of over 750 MHz through 
a 2,7 GHz frequency band [24]. The combat-critical 
solutions involve improving communicating, SA and 
transmitting C2 information among highly dispersed 
battlespace units in dynamic environments, such as MOUT 
[23] [24]. 

Next, let us assume that there is a WPSN-system 
available for positioning and location services. If the 
capability of GPS-Pseudolite, better known as the Self-
Calibrating Pseudolite Array, is attached into the satellite-
based Carrier-phase Differential GPS-type (CDGPS), it is 
possible to determine positioning in locations without access 
to the GPS satellite constellation [4] [15] [25]. This will 
improve locating own troops inside buildings dramatically, 
thereby significantly improving CID, TID and SA. This 
system is depicted in Figure 14. 

 

 
Figure 14.  The WPSN presented in the urban infrastructure [4]. 

VIII.  DISCUSSION 

This study examines COTS-based communication 
technologies available for increasing dismounted FFW 
performance, minimizing collateral damage, improving SA 

and COP and focuses on how to apply technical solutions in 
the military environment to enhance the overall performance 
of a dismounted FFW. Applying suitable and relevant 
applications, C4I2SR tools in the existing networks, aids in 
overcoming the varying challenges in the battlespace [4][26]. 
Possibilities of Free Space Optics (FSO) can be utilized, as 
introduced in [19]. This study outlines aspects of applying 
the existing communication technologies, C4I2SR, to 
military battlespace systems [3]. In addition, the C4I2SR 
tools for dismounted FFWs have to cater for the 
requirements of affordability, reliability, versatility and 
modularity [4]. 

Means to present the accrued data are versatile and 
challenging. Since, as can be repeated ad nauseam, a warrior 
must primarily fight, the chosen method to present fused data 
has to support warriors’ main task rather than disturb and 
distract. Especially, in order to be able to present SSA-data 
appropriately in battlespace settings, the assisting role and 
practical features of Graphic User Interfaces (GUIs) 
practically remain utterly important. This practical usability 
angle is depicted in Figure 15. 
 

  
Figure 15.  Means to forward the accrued data via various warrior displays. 

In terms of the equipment angle to the FFW-concept, a 
properly equipped FFW represents a warrior who is supplied 
with the latest technology applicable which translates into 
enhanced performance capabilities in versatile terrain, 
including MOUT, CME and special operations. As evident, 
this asks for computer-aided modularity and scalability to 
allow for adaptability according to warriors’ task-levels, 
timings, and locations of operations. Furthermore, the 
integration of subsystems must be possible in order to ensure 
the optimal functionality and accurate data transmission 
between the given systems. This requires that the equipment 
be rapidly replaceable and exchangeable for the purposes of 
location services and C4I2SR -systems. 

As denoted in [7], asymmetric warfare sets more 
challenges compared to traditional warfare. This involves the 
challenges related to identifying the Point of Interest (POI) in 
the battlespace. It is essential to define the POI early enough 
as an enemy (red), own (blue), or neutral, White Force [27]. 
Before the execution of weapon systems, the commanding 
officer and a single Warfighter has to be in control of the 
given situation to avoid fratricide [28]. In case the POI is 
identified as an enemy, the decision of possible use of force 
has to be made rapidly [29]. 

An identification device utilizable in a battlespace 
consists of a transmitter and the receiver elements, the 
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former based on laser, the latter on a radio frequency (RF) 
system. Warriors can be equipped with Cooperative Target 
Identification Systems. CTI allows a human shooter or 
sensor to interrogate a potential target and thereby forces the 
potential target to respond to the interrogation in a timely 
manner as described earlier in Figure 2 [5] [7]. 

As concluded in [12], the equipping of a FFW can be 
pictured by means of a product line warrior drawing from 
three-tier warrior levels. An FFW’s gear has to be designed 
to meet the requirements set by the future hybrid battlespace 
[30]. Therefore, the warrior equipment must be versatile and 
modular. Moreover, remotely controlled UVs serve as tools 
to improve SA and BFT, and thereby assist in ensuring 
mission success [31]. The number and nature of different 
Human Machine Interfaces (HMIs) is growing with an 
increasing speed. 

A computer can be adopted in varying roles depending 
on the warrior level in question: the computer can be 
mounted to clothing or on the wrist, for example. The higher 
the role of a warrior, the more a computer is seen as an 
assistant. In contrast, the lower the level, the more the 
computer forwards tasks. As presented in Figure 16, a 
computer can be programmed to task a warrior to move and 
fight at a certain pace depending on the mission. A computer 
can command a warrior to move at a certain pace and 
directions following the cycle of friendly fire missions as 
indicated in Figure 16. This process increases warrior 
efficiency, minimizes fratricide and increases a commander’s 
SA. 

 

 
Figure 16.  The principle of computer-tasked pace of movement (r) and a 

wrist module (l) [4]. 

Effect-based thinking and systems engineering serve as 
the tools to be deployed to achieve the ultimate goal: the 
optimally functioning effective FFW at all the command 
levels in all potential battlespace environments. Remotely 
controlled UAVs and UGVs can act as assisting tools for a 
warrior [32]. They can facilitate BFT and improve SA 
thereby increasing the probability of success in missions, 
even when operating Beyond Line of Sight (BLOS) [31]. 

According to [4], warriors have to remain functional and 
their gear needs to be planned according to their set tasks. A 
key factor is the efficiency of a warrior, which can be gained 
via improved SA, BFT and C4I2SR [12]. A Warrior has to 
maintain his or her agility and remain active in the 
battlespace. Furthermore, only part of the gear necessary can 
be attached. As demonstrated via the usability cases, WPSN 
solutions together with SCPAs and UVs can be utilized to 
reach the maximum performance at all the warrior levels. 
Planning the warrior’s gear requires a deep understanding of 

the operational environments and the requirements set for the 
performance of a warrior. 

As introduced in [12], the issue of exploiting C4I2SR-
tools is not only a matter of a complicated command and 
control system [33]; it is a matter of trust in the entity, 
especially in operations utilizing collaboration tools of 
various types [34]. Each entity embedded into the C4I2SR-
tool environment can contribute added value to SA and 
intensify the desired outcome by committing themselves to 
and abiding by the set rules and policies. Only this way 
C4I2SR -tools can be maximally exploited, and increase the 
number of promising instruments for the enhanced 
performance in ME and CME.  

By being successful in merging all these described 
elements and tools, several C4I2SR -related challenges can 
be solved. As long as a human being serves in a loop as a 
performing entity, there will always be a certain amount of 
mistrust. Finally, once a reliable tool for distributing 
traceable tasks can be created, the amount of trust between 
entities can be increased. 

As in [35], all the entities need collaboration for their 
mission success and survivability in ME and CME 
operations [36]. If an entity fails to collaborate, it takes a 
calculated risk to fail. Collaboration requires suitable tools 
and reliable and ubiquitous network systems [37]. 
Collaboration is necessary for avoiding chaos and avoid 
wasting resources in order to combine resources for an 
optimized outcome [37]. 

As demonstrated in [35], three results are offered as a 
contribution for the further development of Command and 
Control-tools: 1) a C2-tool, which enables use of Business 
Process (BP) in the command and control process; 2) the 
Resource Manager (RM), which is a central element of the 
Military Service Oriented Architecture (MSOA) in the 
distributing of limited resources; lastly, 3) the BP in the ME 
along with the MSOA [35], [38]. These results offer the yet 
missing attributes for the C2-tools for ME and CME. 
Combining these elements enables a successful control for 
the BP in ME and CME settings. Furthermore, [35] 
introduces the composition of the RM and the role of a 
scheduler, the function of the BP, and highlights the 
significance of trust and commitment in CME [35]. Trust is 
needed to gather information of the entities and to ensure 
tasks will be completed in the given time and manner [35]. 
Each entity embedded into the C2-tool environment can add 
increased value into the SA and thereby intensify the 
outcome by committing themselves to rules and abiding by 
the set policies. Understanding the meaning of combining the 
presented new tools gives an edge in the battlespace to 
perform more efficiently and with a minimum number of 
casualties. 

As denoted in [19], FSO-technology offers a secure and 
reliable means to forward a constant flow of data with an 
adequate transmission rate [17]. Present communication 
systems on a warrior level are energy consuming and require 
a lot of training in order to benefit from the system [39]. The 
FSO-system in turn is simple to use, and thereby also less 
trained FFWs can effortlessly perform the necessary 
communication tasks. The overall reconnaissance system 
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benefits from FFWs, individual sensors, sensor networks, 
and mathematical analyzing and data mining programs, 
resulting in high level data for increased SA [40]. The key 
function of an FFW is to collect large amounts of SA 
information and forward these data to the CP for further data 
analyzing processes. In brief, adopting FSO in active use 
allows for a system featuring high transmission security, 
high bit rates, low bit error rates, and no need for expensive 
optical or copper cables [41] and FSO can be utilized when 
using DWDM as introduced in [18]. The main limitations of 
FSO-technology are related to its susceptibility to the effects 
of atmospheric absorption, smoke, rain, fog, snow 
(attenuation), and pollution/smog and, obviously, a free line-
of-sight [42]. These factors restrict FSO devices’ range 
communication capability to cover approximately a mile in 
optimal conditions [41]. 

 

TABLE I.  THE SYSTEM CHARACTERISTICS OF AND FUNCTIONAL 
REQUIREMENTS FOR THE FSO COMMUNICATION SOLUTION [19]. 

System 
Characteristics 

Functional Requirements 

Communication High bit-rate, urban range in the usage 
scenario, hard to intercept and detect 

Physical Lightweight, low energy consumption, 
quick set-up 

Architectural Modularity, versatility, based on existing 
gear, suitable to Network Enabled Defence 
(NED), IP interface 

Economic Affordable, disposable, COTS-based 
Dependability Reliable, secure, proven technology 
Capability 

improvement 
Addresses a realistic capability gap 

(many relevant scenarios) 
 
The WPSN-solution features many advantages over those 

of the traditional WSNs. This is, polling can use sensor 
specific codes and thereby security issues become easier to 
tackle [4]. Moreover, the energy consumption of the nodes in 
the fixed network is more equal since multi-hop data 
transmission is removed. The fixed sensor nodes do not lose 
connectivity even if a large number of nodes is removed [4].  

As demonstrated via the presented usability cases [4], 
WPSN solutions together with SCPAs and UVs can be 
exploited to reach the maximum performance at all warrior 
levels. Planning an FFW’s gear requires a deep 
understanding of the environment and the demands set for a 
warrior. The warriors’ niche and the nature of their missions 
have to be thoroughly understood. The keys to success rely 
on precise planning based on the needs of warrior systems 
and subsystems from bottom to top 

Obviously, in all military operations and especially in 
low-level tactical military operations in particular, critical 
Situational Awareness data have to be collected rapidly, 
since mission success is time-dependent. Figure 5 
concentrates on describing the data accruing process, when 
Figure 6 expresses the outcome of MDPM as alternative 
COAs. Once data have been accrued, a battle can be won 
only by careful mission planning, comparing different COAs 
and rapidly executing successful operations. 

Figure 8 earlier illustrates the process of targeting by 
utilizing the capabilities offered by the COTS-based SEM. 

Thereby the adoption of existing COTS-technologies and 
their solutions, when appropriately applied, offers a key to 
ensuring the desired success.  

Since accurate and timely identification in the battlespace 
is a matter of life and death for each warrior, a careful 
analysis of the performance and capabilities of chosen 
systems needs to be carried out before introducing these 
systems in the battlespace. CID equals the process that 
warriors and sensors go through in order to identify 
battlespace objects prior to deciding whether or not to open 
fire. Warfighters are trained to employ all available means at 
their disposal to define and assess potential targets in the 
battlespace prior to applying combat power. CID can be seen 
as a complex series of networked systems, procedures and 
doctrine as presented in Figures 1 – 6. These systems also 
include the definitions of TTP, COP, SA, ROE and DIDEA. 

More specifically, problems can arise in particular in 
commanding and being commanded. A Combat 
Identification Server (CIDS) offers military commanders and 
warriors access to accurate and near real-time BFT and WFT 
systems [5]. Besides this, CIDS offers commanders a tool 
which can foster improved mission planning resulting in 
increased accuracy and tempo of missions. To sum up, CIDS 
aids commanders to reduce the number of unexpected 
incidents and minimize collateral damage.  

Once the TTP, CID, COP, and SA systems discussed in 
this paper (cf. Figure 1) are designed, tested and become 
fully implemented as part of the combat gear, some progress 
may be discernible in minimizing fratricide and collateral 
damage. The reality is that for as long as human actors 
remain part of any decision-making processes, incidents of 
fratricide and collateral damage are bound to occur. All 
efforts to minimize the human error factor by improving 
existing technologies, TTP, CID, COP and SA together with 
defining explicitly the formulations in ROE, are to be 
saluted. The efforts to minimize the unwanted phenomena 
are to be applied, for instance, in an ongoing series of Bold 
Quest exercises. 

IX.  CONCLUSIONS 

In the very beginning of this study, the following three 
questions were raised: 1) How to optimize the performance 
of a dismounted FFW by means of improved SA? 2) How to 
increase SA with the available COTS-based communication 
technologies? 3) What are the means to avoid casualties, 
collateral damage, and fratricide?  

First, as for the question of optimized dismounted FFW 
performance, regardless of the asymmetric and hybrid 
characteristics of future wars and conflicts with their 
respective battlespaces, combat settings necessarily involve a 
duel: participants try to surprise and outwin each other in 
terms of positions, timings, maneuvers, and technical 
capabilities. Defining suitable technological solutions as part 
of the FFW gear ensures the optimal FFW performance, 
which presupposes reliable and technologically mature 
C4I2SR-tools suitable for use in various battlespace 
environments with ubiquitous communication data 
transmitted with the solutions of NCW. An FFW functions in 
NCW contexts as a force multiplier of the network centric 
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C2-cycle from the sensor to the shooter aiming at minimized 
numbers of fratricide and collateral damage.  

As for the elements necessarily part of the FFW-concept, 
the following features become seminal. FFWs with their 
computer-aided equipment need to be designed to meet the 
battlespace requirements dependent on their respective niche. 
Thereby the designing and constructing process of the FFW 
must be taken into account. To simplify, each warrior acts as 
a node or sensor and thus needs a reliable, versatile, modular 
and scalable electrical platform to receive and transmit the 
necessary data and information in a given operation- and 
task-dependent timeframe. Moreover, it needs to be possible 
to integrate subsystems to ensure the optimal functionality 
and accurate data transmission between the given systems, 
which in turn enhances overall warrior performance 
capabilities. 

FFWs’ functionality aims at improved overall 
performance and situational awareness (SA), which become 
evident in, for example, the instances of Blue Force 
Tracking, and Combat Identification (CID) facilitated by the 
capability to utilize data transmitted by UAVs and UGVs.  

FFWs’ personal computers’ status is again dependent on 
the warrior-level in question: slave, assistant, or master. The 
role of the computer in all warrior levels is to enhance the 
overall SA, avoid fratricide and collateral damage and lastly 
but least, improve the performance of the warrior. Once the 
system that still currently remains to be designed is fully 
operational, a computer may order warriors to carry out an 
offensive in a particular direction at a given point in order to 
maximally utilize their performance capabilities. Since 
terrain requirements vary from remote locations or densely 
built-up areas to versatile battlespace, all the warrior 
equipment must be adaptable and able to support the warrior 
in the changing circumstances. 

Obviously, the overall objective of planning and 
designing an optimally functioning FFW aims at avoiding 
fratricide and minimizing collateral damage. This ensures 
that all the resources available are focused on getting the 
ordered tasks fulfilled maximally. The end result then equals 
a state of Combat Effectiveness that enables a given unit to 
rapidly and accurately sort and characterize detected objects 
into relevant categories (blue, white, red), and, consequently, 
make a decision as to whether or not to employ force against 
the identified object / target. 

Second, when it comes to improving SA by means of 
utilizing COTS-based communication technologies, 
challenges in CID continue to surface. As discussed, 
solutions for pinpointing and locating POIs can be based on 
COTS-technology. Yet, although the required technologies 
do exist, their usability still has to be tested and re-evaluated, 
and thoroughly selected solutions need to be adopted to 
avoid unnecessary casualties and destruction in the 
battlespace. 

In terms of targeting, a more comprehensive targeting 
process can be attained with the assistance of UVs and 
UAVs. Once the targeting process is effective, it boosts the 
DIDEA decision making cycle. Moreover, by improving the 
targeting process, tools for better decision making can be 
offered. This in turn results in a better analyzing of COAs. 

Applying and properly executing the most favourable COAs 
facilitates are mission success with minimized number of 
fratricide incidents and collateral damage. 

New technologies, such as FSO combined with WPSN 
can improve TID, CID, COP and SA. FSO offers a possible 
means to transmit large amounts of data to Command Posts 
with quick wireless set up. FSO also offers an insensitive and 
reliable means to improve the overall SA in ME and in 
CME. These all together support mission success and 
improves the overall efficiency in execution of versatile 
operations in rapidly changing operational environments.  

As for the overall FFW gear development, extensive field 
trials with actual troops are required in order to test, validate, 
and evaluate the performance of the C4I2SR-gear. The focus 
of using these tools has to be in detection, identification and 
target acquisition processes. The capability to embed the 
required gear on the warfighter has to be combat proof. The 
interfaces between the human and the machine have to be 
designed, tested and evaluated to determine the optimal 
solutions to meet the set objectives. To ensure data 
distribution between various platforms, interfaces and 
machines problems in data distribution are linked to various 
devices. As noted earlier, BML can serve a common 
language enabler between machines and interfaces as well as 
a tool in exchanging data between and among swarms of 
UAVs. 

In the future, the overall troop performance aided by 
assisting electrical devices has to be evaluated in varying 
environments, such as open terrain, MOUT, desert and forest 
terrain, and multiple scenarios have to be exploited as test-
beds for realizing improved COP and SA. The level of the 
adopted gear has to match the existing chain of command 
and the task-based level and capability of the performing 
troops. Furthermore, the development of the user interface 
for the UVs remains a challenge. In addition, Graphical User 
Interfaces (GUI) are significant in maximizing the potential 
of the adopted and implemented gear. Thus extensive series 
of tests both in laboratories and as field trials are required to 
optimize the user-friendly GUIs. 

There is an ever increasing need for more effective and 
versatile warriors. Armies of the world are downsizing their 
number of troops while requiring increased performance of 
the remaining military power, and, ever increasingly, 
versatile tasks along warfighting, including executing 
humanitarian missions, continue to set new requirements for 
warfighters and their capabilities. 

And, finally, the bottom line here obviously targets the 
question of how to minimize casualties, collateral damage, 
and fratricide. As CID and TID systems continue to remain 
inadequate for battlespace settings, new COTS-based 
technologies and applicable solutions are both welcome and 
indispensable. As we speak, all the decisions as to whether or 
not to apply combat power boil down to a human being 
executing the decisions and owning the ensuing actions. 
Therefore any affordable means available must be exploited 
in order to be able to resort to applications and gear which 
truly facilitate improving the performance of dismounted 
FFWs, optimizing SSA and thereby reducing the number of 
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instances which inevitably feature lives and assets lost no 
matter how honed the gear and minds involved. 
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Abstract—We show a way to evaluate functional properties of
distributed algorithms by the example of the AODV algorithm in
sensor networks, Creol and ABS models, and component testing.
We present a new method to structure the evaluation work into
the categories of techniques, perspectives, arrangements, and
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this structure for network simulations and component testing
using Creol models and demonstrate how the delta modelling
technique of the ABS language can be used to facilitate the
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I. INTRODUCTION

With increasing miniaturisation of hardware on one hand,
and reduced production cost and power consumption on
the other, computational devices are becoming virtually om-
nipresent and pose new challenges in software development.
A novel systematic methodology for verification of such
distributed system was presented previously [1] on the ex-
ample of wireless sensor networks (WSN) [2] modelled in the
executable modelling language Creol . In this paper, we extend
this work by giving more details on the verification process
and reporting on advancements in modelling by using the Ab-
stract Behavioural Specification (ABS ), a recently developed
successor of the Creol modelling language [3].

The sensor network of our case study consists of spatially
distributed autonomous sensor nodes that communicate using
radio connections. Each node can sense, process, send, and
receive data. We concentrate on the verification of a distributed
algorithm for ad-hoc networks between the sensor nodes to
route data packets of the participating nodes. There are many
functional and non-functional requirements for WSN: routing
must fulfil properties for quality of service (QoS), timing,
delay, and network throughput; furthermore, we are interested
in properties like mobility and resource consumption. When
evaluating WSN, autonomous behaviour of the nodes leads to
state space explosion during model checking, making evalua-
tion a complex task that requires a combination of techniques
from different verification approaches.

The presented structured methodology to verify distributed
algorithms introduces the categories of techniques, perspec-
tives, arrangements, and properties. This structure is combined
with techniques from simulation, testing, and model checking

to create a new, unified method for verification of distributed
systems. We demonstrate the approach by evaluating a large
set of properties on a network using the Ad hoc On Demand
Distance Vector (AODV) routing algorithm [4].

We detail the modelling process using the new language
ABS , a successor to Creol with a variety of improved
characteristics and features. While the basic structure of the
models remains the same, ABS allows to employ one single
executable model that is suitable for simulation, testing, and
model checking without the need to develop separate models
for each task. In contrast to the models developed in our
previous work [1, 5], the new models employ techniques from
software product line modelling [6] to structure the executable
model with a resulting reduction in model size of more than
fifty percent.

The remainder of this paper is organised as follows: After
introducing the concept of model variability in ABS and pre-
senting the used languages and related work (Section II), we
discuss the AODV model developed previously and contrast
it with the newly-developed model (Section III). Next we
present our categories for the validation process (Section IV),
present results from network simulation and component testing
(Section V), and conclude in Section VI.

II. ABSTRACT BEHAVIOURAL MODELLING WITH
VARIABILITY

Diversity poses a central challenge in modern software
development. Typically, engineers create different system vari-
ants to address a number of concerns ranging from different
application contexts to customer requirements [7]. Model-
centric approaches to system development that provide an
abstract representation of system structure and behaviour are
rapidly gaining popularity. There is a lot of research involv-
ing feature description languages [8], architectural languages
for components [9], the Unified Modeling Language (UML)
[10], and state machine-based notations [11–13]. Develop-
ment processes such as software product line engineering [6]
distinguish between generic artifacts that are common to
different system variants and product-level system develop-
ment; these processes are specifically designed to use (and
reuse) high-level artifacts. For this reason, software product
line engineering is a promising approach to model system
diversity. However, a prerequisite for ensuring the consistency
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of different views during software product line engineering is
a uniform semantic foundation [7].

In our model of routing and forwarding algorithms in wire-
less sensor networks, we encountered model variability for a
variety of reasons; these include different features of the model
(timed vs. untimed, adjustable message loss, different routing
protocols and sensor layouts) and code adjustments for testing
purposes. In the Creol version of the model, a preprocessor-
based solution for feature modelling was employed [14] to
address model variability; in the ABS model, we used a more
principled approach based on feature modelling and deltas.

The rest of the section presents in more detail the modelling
approach of Creol and ABS and about product line modelling
in general.

A. The Creol language

The previous paper [1] used Creol to model the AODV
algorithm. Creol [15, 16] is an object-oriented modelling
language that provides an abstract, executable model of the
implementation of components. The Creol tools are part of
the Credo tool suite [17] that unifies several simulation and
model checking tools. The Credo tools support integrated
modelling of different aspects of highly re-configurable dis-
tributed systems both structural changes of a network and
changes in the components and offer formalisms, languages,
and tools to describe properties of the model in different levels
of detail. These formalisms include various types of automata,
procedural, and object-oriented approaches.

To model components, Creol provides behavioural inter-
faces to specify inter-component communication. We use intra-
component interfaces together with the behavioural interfaces
to derive test specifications to check for conformance between
the behavioural model and the Creol implementation. Types
are separated from classes, and (behavioural) interfaces are
used to type objects.

Creol objects can have active behaviour. They are concur-
rent, so that, conceptually, each object encapsulates its own
processor. Each method call in Creol results in the creation of
a new process. This means that the calling process continues
to run and receives the result of the method call later using
a Future variable [18]. Since all object fields are private,
processes running on different objects can run in parallel
safely, without the need for locking of data structures.

Scheduling within an object is based on explicit processor
release points, i.e., processes within an object cooperate on
scheduling. This cooperative scheduling makes it not only
possible to reason about and prove the correctness of parallel
programs (since scheduling points are apparent in the program
text), but, in our experience, it makes code also easy to read
and understand with confidence.

During object creation, a designated run method is automat-
ically invoked if present in the class definition; this method
provides active object behaviour.

Creol includes a compiler, a type-checker, and a simulation
platform based on Maude [19], which allow simulation, guided
simulation, model testing, and model checking.

TABLE I
ABS LANGUAGE LAYERS AND THEIR ROLE IN MODELLING SYSTEM

DIVERSITY.

Language layer Modelling role
Functional layer Specifies internal computations

in behavioural modules
Concurrent object layer Specifies communication

and synchronisation of
behavioural modules

Delta layer Modifications to core
behavioural modules

Product line configuration Links features to sets
layer of delta modules
Product selection layer Selects features and

initialises a product

Creol only provides limited features for expressing diversity
through the use of a pre-processor in the extension CreolE
[14]. This approach has the disadvantage that the model can
become hard to read since all possible aspects are present side-
to-side, obfuscating the flow of control. Other features not
available in Creol include user-defined data types and user-
defined functions. Hence, a successor to Creol was developed
to address these deficiencies.

B. Abstract Behavioural Specification

The Abstract Behavioural Specification (ABS ) [3, 20] mod-
elling language and its accompanying tool framework proposes
an approach to the engineering of system diversity that pro-
vides a uniform semantic foundation. It supports the precise
modelling of behaviour for highly configurable, distributed
systems in an end-to-end manner. This means that not only
the (concurrent) implementation of features is captured, but
also the feature space and the dependencies among them.
The ABS modelling language aims to fill the gap between
structural high-level modelling languages, such as UML, and
implementation-close formalisms, including programming lan-
guages [20]. Furthermore, ABS supports the explicit mod-
elling of time-dependent behaviour for object-based systems
by means of its real-time extension [21].

ABS has at its core a state-of-the-art, strongly typed,
abstract, concurrent, object-based modelling language [3] that
is fully executable. ABS offers a number of layers to the
system engineer. These layers provide a separation of concerns
between different aspects of a system model. Table I shows
the different language layers provided in ABS and their role
in the system modelling. We now explain the purpose and
particular features of each layer.

The functional layer of ABS is used to provide a model
of internal computation that abstracts from low-level imple-
mentation details such as the imperative representation of
data structures. This layer consists of user-defined parametric
algebraic data types and parametric functions over the terms
of these types, including pattern matching. The integration of
the functional layer into the object-oriented models results in
a very succinct representation of internal computation in the
objects that allows the engineer to focus on the communication
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and diversity aspects in the upper layers of the model without
abstracting from data flow in the model. Thus, ABS models
are abstract, yet faithful to the data and control flow of the
target systems. The ABS functional layer has no counterpart
in the earlier Creol language, which relied on a fixed set of
data types and had no user-defined functions.

The concurrent object layer of ABS is used to define
the modelling artifacts that represent the system entities in
terms of concurrent object groups. Since representation objects
can be replaced by terms from the algebraic data types of
the functional layer, the engineer may abstract from most
representation objects in the model. As a consequence, objects
in ABS are fairly high-level entities, which are more similar to
actors [22, 23] than to Java objects. The concurrent object layer
is based on asynchronous method calls between concurrent
objects, decoupling communication and synchronisation in
the models.Shared memory and synchronous method calls
are only permitted among closely collaborating synchronous
groups of objects in ABS . Otherwise, objects communicate
asynchronously and use message passing to update the state.
Asynchronous method calls do not transfer control between
the caller and the callee. Instead, the reply to a method call
may be retrieved by synchronising on a future [18].Inside the
concurrent object groups, ABS uses collaborative scheduling
to provide reasoning control in the interleaving of active and
reactive behaviour: a method activation can only be suspended
by explicitly yielding control. If no method is active, any
enabled method activation may proceed. The concurrent object
layer is a straightforward extension of the Creol object model,
keeping most of the semantics and introducing concurrent
object groups.

The purpose of the remaining layers in ABS is to engineer
system diversity. None of these layers are present in Creol .
While ABS is an object-based language and, hence, compat-
ible with the UML world, code reuse by inheritance, which
tends to be brittle, is excluded. Instead, system diversity in
ABS is captured by delta modelling (e.g., [24]), which repre-
sents a set of systems by a designated core system and a set
of system deltas specifying modifications to the core system.
Delta modelling is an incremental composition technique for
structured diversity that is highly compatible with feature-
oriented software development [25] and also a good match
for agile and evolutionary development approaches [26].

The delta layer of ABS is used to specify structured changes
to the set of classes by adding or removing variables or
methods from a class or by redefining methods in the class. A
delta consists of a set of such changes, and may additionally
add or remove classes. The integration of deltas into a (core)
model happens in a given order at compile time, transforming
the model. The product line configuration layer of ABS is used
to define features in the software product line as sets of deltas.
Thus, selecting a feature consists of applying the deltas in the
corresponding set in a given order. The product selection layer
of ABS provides the means to configure a system in order to
obtain a given variant of the product line. This is done by
selecting the features that should be provided in a specific

product of the product line.

C. Timed Modelling

To simulate and verify functional correctness of models as
well as timing- and performance-related criteria, a notion of
time needs to be included in the model. A timed extension for
ABS has been developed in Bjørk et al. [27]. In its present
form, timed ABS employs discrete time and run-to-completion
semantics, i.e., the maximum amount of computation is per-
formed in each time interval before the (simulated) clock is
advanced. Timing behaviour of models is explicitly encoded,
thus being visible to the modeller.

The new language elements are:
• A statement duration(best, worst) that blocks

the current object between best and worst time units
where no other process can execute on that object. This
can be used to model CPU-intensive tasks.

• A new guard condition: the statement await
duration(best, worst) causes the current
process to be suspended between best and worst time
units, letting other processes of the current object
execute in the meantime. This can be used to abstractly
model the timing behaviour of interactions with external
systems, such as interactions with an external database
that is not explicitly modelled.

• A function, now(), that returns the current model time
as a monotonically increasing integer value. In practice,
this function can be used for recording completion times
and bookkeeping.

Using duration and await duration, the modeller
can express, e.g., message transfer delays in the network and
processing delays in the sensor nodes for the AODV model.

D. Related Work

Showing functional correctness and non-functional proper-
ties for algorithms employed for WSN helps the developers
in their technical choices. Developers use a variety of tools,
including measurements on real implementations, simulation,
and model-checking. When developing algorithms for packet
forwarding in a WSN, simulation results must be compared
with the behaviour of known algorithms to get a result ap-
proved [28]. Approaches using simulation, testing, and model
checking during the development process use one or more
of the following: modelling, traces, runtime monitoring by
integrating checking software into the code (instrumentation)
[29], or generating software from models automatically [30].

Simulation systems are used to analyse performance pa-
rameters of communication networks, such as latency, packet
loss rate, network throughput, and other metrics. Most of
these systems use discrete event simulation. Examples for such
simulation systems [31] include OPNET [32], OMNeT++ [33],
the network simulator ns-2 [34], its successor ns-3 [35], or
mathematical frameworks like MathWorks [36]. Many of these
tools have specialised libraries for certain properties, hardware,
and network types. While these network simulators are often
used to evaluate the performance of algorithms, they are
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primarily not designed for model checking tasks. This implies
that code for model checking needs to be implemented in these
simulators rather than using these features as integrated parts.

The CMC model checker [29] has been applied on existing
implementations of AODV by checking an invariant express-
ing the loop-freeness property. In that work, both specification
and implementation errors were found and later corrected in
more recent versions of both specification and implemen-
tations. CMC interfaces C-programs directly by replacing
procedure calls with model-checker code, thus avoiding the
need to model AODV. Wibling et al. use the model checking
tools SPIN and UPPAAL to verify properties for the correct
operation of ad hoc routing protocols [37], such as the LUNAR
and DSR algorithms [38]. They use Propagation Localised
Broadcasting with Dampening (PLBD) as a basic operation,
and perform model checking on the LUNAR and DSR al-
gorithms. Both LUNAR and DSR are related to AODV, but
use different mechanisms. Chiyangwa and Kwiatkowska [39]
uncovered in a timing analysis in UPPAAL that many AODV
connections unnecessarily timed out before a route could be
established in large networks. To avoid this, they proposed to
set the timeout value dependent of the network diameter.

Timed automata implemented in UPPAAL have been used
for validating and tuning of temporal configuration parameters
and QoS requirements in network models that allow dynamic
re-configurations of the network topology by Tschirner et al.
[40]. The strength of UPPAAL is that both average-case and
worst-case behaviours can be analysed. Tschirner et al. com-
pare their results with a similar implementation in OMNeT++.
They found that the results from both simulations coincide
closely. While the UPPAAL implementation is more high-
level, the task of implementing the C++ code for OMNeT++
is rather time-consuming.

The model checker Vereofy [41, 42], part of the Credo
tools, was used to analyse aspects of sensor networks and
AODV, as presented by Baier et al. [43]. For Vereofy formal
semantics relies on constraint automata. Thus, a model of
a WSN describes the behaviour of the sensor nodes and
the network at the interface level. The specification of the
interface behaviour of a sensor node is given in terms of
CARML (Constraint Automata Reactive Module Language)
sub-modules for sensing, receiving and sending. For unicast
and broadcast the communication media have been modelled
as dynamic component connector networks composed with the
help of RSL (Reo Scripting Language).

While Vereofy uses an automaton approach and process al-
gebra with exogenous coordination, Creol and ABS are based
on executable object-oriented models. Note that properties that
can be checked by Creol or ABS are not necessarily suitable to
be checked by Vereofy , and vice versa. We also used Vereofy
as a reference for evaluating the properties and as source for
the traces employed for the component testing.

Real-Time Maude [44] is a language and tool supporting
the formal specification and analysis of real-time and hybrid
systems, based on rewriting logic. It is particularly suitable to
specify object-oriented real-time systems. Real-Time Maude

can be seen as complementing on the one hand timed/hybrid
automaton-based tools such as UPPAAL , HyTech, and Kro-
nos, as well as, e.g., timed Petri nets. The OGDC-algorithm
used in certain sensor networks has been simulated and model-
checked in Real-Time Maude [45]. The comparison of these
simulation results in Real-Time Maude against simulation
results in ns-2 have uncovered weaknesses in a concrete ns-2
simulation.

III. MODELLING THE COMPONENTS AND THE ROUTING
ALGORITHM

Distributed applications can be described in terms of com-
ponents interacting in an open environment based on the mech-
anisms of Creol [46]. This framework models components
and the communication between these components, and exe-
cutes the models in rewriting logic. Different communication
patterns, communication properties, and a notion of time are
supported. The lower communication layers use tight, loose,
and wireless links.

Based on this work, we defined a model of AODV in
a WSN using Creol [47] that expresses each node and the
network as objects with an inner behaviour. The interfaces of
the objects describe the communication between the nodes and
the network object. In Figure 1, we show the object structure
of the model, including the most important interfaces of a
node. Note that the object structure shown in Figure 1 is rather
generic and can be employed for modelling AODV in other
simulators. This interface model is in contrast to the interface
model used by the test harness shown later in Figure 4.

Inside a node, its behaviour was implemented in Creol
as routines that are not unlike real-world implementations.
The model contained different aspects (message loss, timed
simulation, different routing algorithms) that were enabled or
disabled via a pre-processor.

In the remainder of this section we discuss an ABS model
that has been implemented later with the same interfaces using
the experiences from the previous Creol model and using the
advantages of ABS .

The transition from Creol to ABS reduced the size of the
model by about 50%, as measured by line count. Much of
the reduction comes from the new language features of ABS ,
predominantly the added functional layer. In addition to being
shorter, the new code is also more readable. The model is
structured into a basic layer with a number of deltas adding
additional features. The basic layer specifies the interfaces and
object structures. It implements a simple flooding protocol
without routing or retransmission. Based on that simple but
working model, a delta replaces the routing functionality in the
sensor class with new code that implements the AODV proto-
col. This layer also adds attributes for storing the local routing
tables in each sensor object. Additional deltas implement
message timeout and message loss simulation facilities. In the
Creol model, all these functionalities were implemented in one
place and switched on and off by preprocessor directives; the
new structure allows to implement, read, and understand the
different aspects in isolation.
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Figure 1. Objects of a WSN model and their communication interfaces.

Figure 2. Example of AODV message propagation in a WSN with eight
nodes.

A. The AODV Routing Algorithm

The purpose of a routing algorithm is to establish a path
between a source node and a sink node, so that data can flow
from the source node to the sink node via forwarding nodes
in-between. AODV is a reactive routing protocol that builds
up the entries in the dynamic routing tables of nodes only if
needed. AODV can handle network dynamics, e.g., varying
wireless link qualities, packet losses, and changing network
topologies.

When a node wants to send a message to a sink node and
the next hop cannot be retrieved from the local routing table,
it initiates a route discovery procedure by broadcasting RREQ
(route request) messages. Nodes that receive a RREQ message
will either send a RREP (route reply) message to the node that
originated the RREQ message if the route is known; otherwise
the node will re-broadcast the RREQ message. This procedure
continues until the RREQ message reaches a node that has
a valid route to the destination node. The RREP message is
unicast to the source node through multi-hop communications;
as the RREP message propagates, all the intermediate nodes
also establish routes to the destination. After the source node
has received the RREP message, a route to the destination
has been established, and data packages can be sent along this
route. As an illustration, Figure 2 shows an example of a small
WSN with eight nodes, where the potential RREQ messages
are shown in blue, while the RREP messages are shown in
red. Note that other paths for the RREP messages are possible
in this example.

The essential entries of the routing table in each node
include the next hop, a sequence number, and the hop count to

the sink node. The hop count is the most common metric for
routing to choose between routes when multiple routes exist.
The sequence number is a measure of the freshness of a route.

When communication failures imply a broken route, the
node that is unable to forward a message will inform other
nodes so that the routing tables can be updated. To do this, it
sends a RERR (route error) message along the reverse route
that is also stored in the nodes. Thus the source node will
become aware of the broken route, and initiate a new route
discovery procedure.

B. Modelling Message Types

For modelling AODV messages and their operations, we use
the functional layer of ABS . For simplicity, object references
to the sending, origin, and target nodes serve as tokens inside
messages. The message payload is represented by a single
integer since we do not model higher-level protocols that
process message data.

data MsgType = RREQ | RREP | RERR | PAYLOAD;
data Message = Msg(MsgType msgType, Node sender,

Node origin, Node target, Int originSeqNo,
Int ttl, Int hops, Int content);

These data type definitions also generate functions
(msgType(), sender(), etc.) to access the components
of a message.

C. Modelling Active Objects

The Node type used above is an interface type. In ABS ,
classes are not types, so each class must implement at least
one interface if it wants to be assignable to a variable. Note
that classes without interfaces can be meaningful if they have
active behaviour – objects of that class can interact with the
rest of the model via references passed to their constructor.

interface Node{
Unit receiveMsg(Message msg);
Unit timeout(Message msg);

}
interface Sink extends Node {}
interface Sensor extends Node {

Unit start();
}

The methods receive, timeout, and start implement
the component behaviour shown in Figure 1. Sending the
messages and the network behaviour are implemented by the
following interface:

interface Network{
Unit createLink(Node node1, Node node2);
Unit deleteLink(Node node1, Node node2);
Unit send(Message msg);

}

Besides the method send(), the Network interface contains
the methods createLink and deleteLink that are used
for configuring the network topology and expressing which
nodes are neighbours. Neighbours can directly receive each
other’s messages.
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D. Implementing and Augmenting Classes

The class that describes a sensor node is defined as follows:

class SensorNode(Network n, Sink s) implements Sensor
{
...
Unit receiveMsg(Message msg) {
msg = incHopCount(msg);
this.recordMsg(msg);
this.forwardMsg(msg);

}
...

}

Most of the implementation is elided for brevity, but we
show an implementation of receiveMsg, which is called
by the network when a neighbouring node sends a message.
To explain the model variability principles of ABS , we first
present code that implements a flooding protocol where routing
is not involved. In this code, the method forwardMsg
checks whether the incoming message already has been seen;
otherwise, it calls n.send() for retransmission.

To add the AODV routing protocol to the model, we use
a delta. This allows us to selectively modify classes, adding
and replacing methods and member variables. To add AODV
routing, the delta replaces the method receiveMsg with a
message that also updates the routing table before invoking
the original method via the original() call.

delta AODV {
modifies class SensorNode{
modifies Unit receiveMsg(Message msg){
this.updRoutingTable(msg);
original();

}
...

}
}

The delta also adds member variables for the routing table,
and modifies forwardMsg with functionality to handle the
different kinds of messages and only re-send messages if the
node is on the path to their destination. Again, these parts are
elided for brevity.

In the end, when running simulations, we can choose which
model to run by defining a product containing the right
combination of features, and giving its name as parameter to
the ABS tool chain.

product FloodingBSN(Flooding);
product AODVBSN(AODV);

We refer to the work by Schaefer et al. [24] for details about
delta modelling.

E. Comparison to the Previous Creol Model

The ABS language has been designed from the experiences
of Creol . We outline some improvements of ABS . In Creol ,
only basic data types and classes are available for modelling
purposes.

In a first attempt to model AODV in Creol , we implemented
messages as objects. However, this soon caused an overload
of the interpreter in the sense of high execution time and

large space requirements, making this model rather imprac-
tical. Moreover, since messages do not have an independent
behaviour, the use of objects for messages is not required.

Modelling messages as integer numbers would theoretically
be possible, but does not allow to add annotations in the form
of log messages to the object. Since the underlying Maude
interpreter does not allow for writing log files, we need another
mechanism for creating traces of messages. From a practical
perspective, it is valuable for evaluations to follow the path
of messages after having performed a simulation. The final
implementation of the Creol model, therefore, used maps of
strings, where annotations could be added to the message.
This allows the extraction of the wanted information from
the Maude state file. Modelling messages in this way proved
feasible for simulation purposes, but manipulating messages
was unwieldy and contributed to the comparatively larger code
size of the Creol model.

The Creol nondeterministic choice operator ([]) was used
to model message loss. While this was a succinct formulation
of the semantics of message loss, it was not really suitable for
simulation purposes because we could not adjust the likelihood
of message loss. Consequently, ABS introduced a proper
random function that was used for expressing a parameter-
isable likelihood of message loss, allowing for Monte Carlo
simulation. Despite the use of (pseudo-)random behaviour,
simulation results are still reproducible because the seed value
for the random number generator in Maude can be supplied
as a parameter.

As already mentioned, the Creol model mixed different
model parameters in-line in the code, relying on a preprocessor
to generate the desired code. While this approach works, the
resulting model is hard to follow for the reader. The product
line- and delta-modelling capabilities of ABS proved to be a
good approach to extract different behavioural aspects of the
model into their own semantic units and generate models with
the desired aspects on demand.

IV. METHODOLOGY FOR SIMULATION, COMPONENT
TESTING, AND MODEL CHECKING

In this section, we show how to evaluate and validate
the functional behaviour of the AODV model in the Credo
framework [17]. While the Credo tool set is based on Creol , it
is easy to see from the previous discussions that the presented
concepts are applicable to the ABS model presented in the
previous sections. We present the techniques, perspectives,
arrangements, and properties necessary for the validation and
show how to evaluate selected non-functional properties.

A. Techniques for Simulation, Testing, and Model Checking

In order to evaluate the properties of a model, several tech-
niques are used to provide the necessary technical measures
and procedures to make a model amenable to verification.
In general, the following modifications can be applied to
the model in preparation for simulation, testing, and model-
checking:
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Auxiliary variables are added to the model to improve the
visibility of a model’s behaviour. They must not alter the be-
haviour and are updated when certain relevant events happen,
e.g., a counter is incremented when a new instance is created.
When running a simulation, these values can be extracted from
the state information and visualised in a step-by-step execution
or after the execution of the model execution terminates.
Assertions might be necessary depending on the functional
requirements to check. While a number of properties can be
checked at the final state using auxiliary variables, properties
on the transient behaviour of the model require a check during
runtime. For such cases, Creol provides assertions that stop
the execution of a model when the condition is violated. The
state that caused the violation of the property is then shown
for further analysis.
Monitors are pieces of software that run in parallel to the
actual model and are used for properties that go beyond simple
assertions. A monitor constitutes an automaton that follows the
behaviour of the model to decide the validity of a path.
Guarded execution replaces nondeterministic decisions by
calls to a guarding object, here denoted as the DeuxExMachina
module. This allows to check the behaviour of the model under
different conditions, while still maintaining reproducibility of
the runs. This technique also specifies certain parameters of
the environment, like failure rates of the network.
Fault injection adds a misbehaving node (possibly after a
certain time) to check error recovery properties. For instance,
misbehaviour in a node may be triggered when energy is
used up. Such behaviour can be implemented by sub-classing
nodes and implementing certain misbehaving routines in the
subclass.
Property search employs model checking techniques to check
whether certain conditions hold for all or a given subset of
states. Such a search can be directly performed by Maude ,
the execution engine for our interpreter, without the need of
implementing the search code in the model.

B. Perspectives

A perspective describes the scope of an evaluation. For the
AODV model, we developed two perspectives: (a) observing
the behaviour of the entire network configuration including
all nodes and the network and (b) observing the behaviour
of one node. Testing, simulation, and model checking can
be performed from different perspectives and levels of detail
for a given model. For AODV, a holistic perspective focuses
on the networking aspect of the nodes implementing all the
involved nodes and the network in one model. However, for
model checking such a model leads to a high number of states
and long execution time. Therefore, for realistic models the
networking perspective is not feasible.

For the perspective of testing a single node, we use the
same model code for the nodes in the holistic perspective, but
instantiate only one node explicitly. The network is replaced by
a test harness that impersonates the network and the remaining
nodes. The behaviour and responses of the test harness are

determined by a rule set that is derived from traced messages
between the nodes, as outlined in Section V-B.

C. Arrangements

An arrangement denotes a set of configuration settings that
influences how the model operates. Examples are the use
of untimed or timed models, changes to the node topology,
perfect or unreliable communication, communication failures,
timeouts, and energy consumption. ABS supports different
arrangements natively using its delta layer, while for Creol a
preprocessor can be used. Examples for arrangement entities
that can be selected in the models, together with implementa-
tion details for the AODV model, are given in the following:
The communication behaviour in our model can be set to be
either reliable, non-deterministic, or one of several packet loss
patterns including random packet loss. (Note that pure non-
deterministic behaviour in a simulation currently is not useful
due to restrictions in the implementation of the underlying run-
time system, and in general because of non-reproducibility of
simulation results.) Using the differences in communication
behaviour we can study how the algorithm behaves when
communication packets can get lost.
Topology changes are used to check the robustness of the
protocol. They can be triggered by certain events, e.g., after a
certain number of messages or after a certain amount of time
for timed models. A topology change affects the connection
matrix in the network and triggers the AODV algorithm to
find new routes in the model.
The timed model is realized using discrete time steps and
introducing a global clock in the network object and internal
clocks in the nodes that are synchronised when a task is
performed in one or more nodes. This allows, e.g., to reason
about messages being sent simultaneously, which eventually
will lead to packet loss. Also, the effect of collisions can be
shown without using non-deterministic packet loss. The use of
a timed model is most viable together with topology changes
since the topology needs to be re-installed for a state when
another branch is searched in model checking.
Energy consumption is modelled using an auxiliary variable
in each sensor node with an initial amount of energy. For each
operation, a certain amount of energy is subtracted until the
capacity is too low to perform operations on the radio. This
indicates a malfunction of the sensor node. Such a node does
not perform any actions and represents a topology change of
the network, since given path are no longer valid. This allows
us to identify in which cases an energy-restricted network can
perform communication and whether AODV can find routes
around an energy-empty node.

Note that arrangements for memory and buffer sizes can
be implemented similarly. When maximum memory size is
reached, a node will alter its behaviour and stop performing
certain actions.
Timeouts are modelled nondeterministically by the use of a
global guarding object and can occur between a message is
sent and the corresponding answer is received. AODV employs
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timeouts in order to work in environments where communica-
tion errors can occur and sends messages repeatedly in case
an expected reply has not been received from the network.

D. Properties

A functional property is a concrete condition that can
be checked for given arrangements, while non-functional
properties are values given by metrics. For AODV, we
chose the following functional properties: a) correct-operation,
b) loop-freeness, c) single-sensor challenge-response proper-
ties, d) shortest-path, e) deadlock-freeness (both for node and
for protocol), f) miscellaneous composed system properties,
and additionally some non-functional properties.
Correct-operation: For a routing algorithm to be correct, it
must find a path if a path exists, i.e., it is valid for some
duration longer than what is required to set up a route from
sender to receiver [37, 38]. Checking this property requires the
algorithm-independent predicate whether a route exists. In the
absence of topology changes, this predicate can be calculated
beforehand. When topology changes are possible, however,
we need to check the existence of a path between sender
and receiver at any step in the algorithm. Since checking this
property in Creol involves explicitly visiting all nodes, this
increases the reachable state-space of the model. To evaluate
this predicate effectively, a suitable implementation would be
to interface a Maude function, which is possible in ABS .
Meseguer and Rosu [48] give an overview of existing work
on model-checking language semantics in Maude, which can
be used for Creol and ABS .

A related property to evaluate is whether a route is re-
established after a transmission error given a path still exists.
We also evaluate how long the path is interrupted after a
transmission error occurs.
Loop-freeness: A routing loop is a situation where the entries
in the routing tables form a circular path, thus preventing
packets from reaching the destination. The invariant for loop-
freeness [29] of AODV must be valid for all nodes. It uses
sequence numbers of adjacent nodes, and the number of hops
in the routing tables as input. The loop-freeness property is
checked every time a message is transmitted between nodes.
To do this the network-object calls a routine that checks the
loop-freeness invariant in an assertion. Since this assertion
is complex and contains nested loops, it again should be
implemented as a call to a Maude function instead of Creol
or ABS code.
Single-sensor challenge-response: The reaction of one node
under test is checked using component testing (Section V-B).
Messages are sent to the node under test, and the responses
from this node are matched against all correct responses.
The correct responses are extracted from specifications or
from running simulations using different implementations.
The single-sensor properties that can be checked express a
certain behaviour or the absence of a certain behaviour after
a challenge, e.g., whether an incoming message leads to a
specified state change in the node or whether the node sends
an expected response messages.

Shortest-path: Here, we investigate whether the AODV algo-
rithm finds the shortest path for the paths between the source
and sink node; also other metrics for paths could be checked.
While AODV finds the shortest path in the case of no packet
loss, it does not always fulfil the shortest-path property in
the case of packet loss. To check this property we count the
number of hops that each payload-message takes from the
source to the sink and compare it with the shortest existing
path between the source and sink.
Deadlock freedom: Deadlocks in a node, in the protocol
or in the model are a threat to robustness, and can reveal
errors in the specification, implementation, or model. Global
deadlocks will automatically be detected by the underlying
Maude implementation and result in an inspectable error state
of the model.
Miscellaneous composed-system properties: Examples are
properties that state whether valid routes stay valid, avoidance
of useless RREQ messages, number of messages received,
timing properties, and network connectivity. Most of these are
implemented by adding counter variables and predicates.
Non-Functional Properties: Non-functional properties from
the application domain such as timing, throughput, delivery
ratio, network connectivity, energy consumption, memory and
buffer sizes, properties of the wireless channel, interferences,
mobility, or other QoS properties can be evaluated by using
counter variables and additional code for the model. Note that
for most non-functional properties the use of Creol might not
be the optimal choice, since it is best suited for the evaluation
of conformance or violation of non-functional properties. ABS
has some support for modelling deployment scenarios and
resource consumption [49, 50], which could be extended to
cater to our modelling requirements.

V. HOLISTIC AND COMPONENT TESTING

Instrumented Creol and ABS models can be used for differ-
ent verification and testing techniques: symbolic simulation,
guarded test case execution, and model checking. Auxiliary
code for assertions and monitor state is added and executed
together with the model code. This increases the size of the
states and therefore poses a handicap for model checking. A
more light weight approach would implement the monitors
directly within the checking tools. This is, however, not yet
available in the analysis tools. All experiments in this section
were first performed on the Creol models. TABLE II gives
a detailed list of properties that were identified as being of
interest for the network example with the symbol • marking
properties that were evaluated, � partially evaluated and ◦ not
evaluated yet for simulation and testing. Model checking was
used for generating execution traces for testing as detailed in
Section V-B. The Creol models have been re-implemented in
part to ABS . Unsurprisingly, these show the same behaviour
while the model size, measured in lines of code, is reduced.

A. Holistic Testing

For our evaluation of the network properties we used
simulation using techniques such as auxiliary variables and
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Figure 3. The network used as example in our simulations.

assertions. Most of our experiments used a network with
symmetrical communication via four sensor nodes and one
sink node, as shown in Figure 3. We also experimented with
models of 6, 15, and 30 nodes for selected arrangements. The
evaluated model consists of code for the network nodes as well
as an explicitly modelled network that transmits the messages
between the nodes such that, e.g., a broadcast message of
Sensor 2 reaches the nodes Sink, Sensor 1, and Sensor 4. This
gives the flexibility to simulate the AODV model using various
arrangements including reliable networks, lossy networks,
timeouts, energy consumption, and timed modelling.

Symmetrical communication means that whenever a node
A can transmit a message to node B, then communication in
the reverse direction can also take place. By changes to the
network structure, we also could show that this is a property
the AODV routing algorithm in fact relies on. This is because
if node B receives a broadcast message from A, it updates is
routing entry for messages destined for A. We also checked
selected properties from the classes (a), (b), (d), (e), and (f)
presented in Section IV-D for the composed network.
Reliable communication: As long as the network is connected,
the evaluations showed that the modelled AODV algorithm
fulfils the properties (a), (b), (d), (e), and (f) of Section IV-D.
We emphasised on the evaluation of packet loss, and loop-
freeness assertion. Other predicates for loop-freeness were also
used (which failed as expected), and small, faulty changes in
the model were introduced (which led to expected failures of
the loop-freeness property). The shortest path property was
fulfilled in all simulated occasions.
Lossy communication: When simulating lossy communication
both for singlecast and for broadcast messages, the packet
loss rate f.(xxvi) increases as expected. We also observed an
increased number of RREQ and RREP messages in the system
using auxiliary variables.
Timeouts: The model allows re-sending of lost RREQ mes-
sages up to a certain number of times, using a timeout
mechanism. We could observe that this mechanism decreased
the packet loss rate, f.(xxvi), but at the same time does not
prevent all packet loss for payload packets.
Energy consumption: Using the energy consumption arrange-
ment we can force a communication failure of certain nodes
after some actions. Using this arrangement we can study the
re-routing behaviour in detail, including the packet loss rate
f.(xxvi).
Timed model: Using the timed model we can study the number
of time steps needed for sending messages, as well as control-
ling the number of actions being performed simultaneously.
We observed that the packet loss rate f.(xxvi) is different to

TABLE III
NUMBER OF REWRITES AND RUN-TIME FOR SAMPLE ARRANGEMENTS

AND PROPERTIES.

# t steps energy loss timeout #rewrites time

5

500 – none never 9.4 · 106 17.1s
5000 – none never 62.8 · 106 114.8s

500 – 10% never 10.7 · 106 19.5s
500 – 10% 1/10 12.1 · 106 22.3s
500 50 10% 1/10 8.3 · 106 15.5s

untimed 50 10% 1/10 11.6 · 106 17.9s
untimed – 10% never 32.5 · 106 14.8s

6 untimed – 10% never 90.5 · 106 40.9s

15 5000 – none never 2.7 · 109 31m
30 5000 – none never 24.8 · 109 8h

the untimed case, which is expected.
Using the timed model, we could observe a model deadlock,

e.(xix), which is caused by the way the model is implemented,
and certain properties of the current implementation of the
Creol runtime system. This observation made changes in the
model implementation necessary using asynchronous method
calls.

The properties f.(xxi), f.(xxiii), and f.(xxiv) could not be
evaluated in a satisfactory manner as they require to store all
messages during the simulation. Although the properties can
be modelled and evaluated in principle, such an arrangement
leads to state explosion and exceeds time and memory con-
straints of our current setting.

The developed Creol model was evaluated by using simula-
tion for sample arrangements and properties. The entire model
contains about 1600 lines of Creol code excluding comments.
After compilation, the resulting code size was about 1050 lines
of Maude code, depending on the arrangement. We varied
the timing behaviour, the energy consumption, the message
loss behaviour, and the timeout behaviour of the model as
well as the number of nodes. The results for the tested cases
considering the number of rewrites, and execution time on an
AMD Athlon 64 Dual core processor with 1.8 GHz is shown
in TABLE III. The timing behaviour and the number of nodes
are the most significant parameters.

While these values may seem high for a simulation system,
we emphasise that the purpose of the Creol model is to offer
one model that is suitable for several perspectives. While
the transition from simulation to model checking consists in
changing some few Maude statements, the search space during
model checking gets combinatorially too high to be viable
already for a low number of nodes.

B. Component Testing of One Node

For component testing, we use one node under test with
the same code as for holistic testing. However, we replace the
network and all the other nodes using a test harness shown in
Figure 4. This harness simulates the possible behaviour of the
network and the further nodes as visible by the node under
test. The output signals of the node under test are connected
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TABLE II
PROPERTIES EVALUATED IN Creol ; NOTE THAT S MARKS SIMULATION, WHILE T MARKS TESTING AS THE METHOD OF CHOICE.

Property Description Evaluation S T
a Correct Operation yes; for some ar-

rangements.
•

b Loop-Freeness yes •
c Sgl-sensor challenge-resp. yes •
c.(i) always send with own ID yes, as invariant dur-

ing other tests
•

c.(ii) msg leads to valid route yes (inferred from
other tests)

•

c.(iii) RREQ w/o route⇒RREQ bc. yes •
c.(iv) RREQ for me leads to RREP yes •
c.(v) RREP triggers route to origi-

nator
yes •

c.(vi) RREP is rebroadcasted yes •
c.(vii) send if route known yes (no send if route

unknown)
•

c.(viii) routing table integrity no ◦
c.(ix) all msg for sink yes •
c.(x) processing without receive yes (during other

tests)
•

c.(xi) increasing sequence number yes, as invariant dur-
ing other tests

•

c.(xii) neighbour update triggers n/a (not accessible in
black-box test)

Property Description Evaluation S T
c.(xiii) updates terminate yes (implicitly

during other tests)
•

c.(xiv) update success yes (implicitly
during other tests)

•

c.(xv) only one RREQ n/a (needs timed
interpreter)

c.(xvi) Rec. in IDLE mode n/a
d Shortest-Path yes •
e Deadlock-Freeness partially �
e.(xvii) node deadlock no
e.(xviii) protocol deadlock yes •
e.(xix) model deadlock yes •
f Misc. Composed-System yes •
f.(xx) route stays valid yes •
f.(xxi) only data msg possible, not done ◦
f.(xxii) no RERR yes •
f.(xxiii) no useless RREQ possible, not done ◦
f.(xxiv) RREQ triggers RREP possible, not done ◦
f.(xxv) # msg.rec. yes •
f.(xxvi) packet loss yes •
f.(xxvii) timing properties partially �
f.(xxviii) network connectivity yes •
f.(xxix) parameter tuning partially �

Figure 4. Testing of one node using the network object as a test harness.
The test harness replaces the network and all other nodes in the network.

to the test harness, which then in turn generates the inputs
that would be received from the real network. The test is then
evaluated by studying the output messages of a node when the
input messages for the test case are supplied by the harness.

1) Test harness: The task of the test harness is to send mes-
sages to the interfaces of the node under test, and to observe
its answers. Both input messages and expected answers can be
generated from the specification or from traces of real systems
or other simulations.

Although incoming broadcast, singlecast, and outgoing
packets involve invoking different methods, the ABS lan-
guage, with its object-level parallelism, makes it easy to
encode a test case as a single sequential list of statements.
Incoming messages are stored in a one-element buffer; the
test case simply performs a blocking read on that buffer
when waiting for a message from the object under test before
sending out the next message to the object. In this way, both
creating a test case by hand and generating test cases from
recorded traces are feasible.

A test verdict is reached by running the test harness in
parallel with the object under test. If the test harness deadlocks,

it expects a message from the object under test that is not
arriving, a test verdict of Fail is reached. The other reason for
test failure is an incoming message that does not conform to
the expectations of the test harness; e.g. by being of the wrong
type or having the wrong content.

A test verdict of Success is reached if the test harness
completes the test case and the object under test conforms
to the tester’s expectations in all cases.

2) Traces: In addition to domain-specific single-object
properties, test cases can be generated from the model im-
plemented with Vereofy [43] (see Section II-D). Vereofy is
a different language and uses independent mechanisms than
both Creol and ABS to create the traces. Therefore, we can
compare the two different models against each other, with the
Vereofy traces as a partial specification for the behaviour of
the Creol and ABS models.

To receive the traces from Vereofy , we collect the ex-
changed data, the content of all variables in the nodes and
buffers in the network, and the output of the automaton before
and after each step, in addition to the exchanged data. After
the state information is removed, we receive a sequence of
messages that are exchanged simultaneously.

The messages in the trace are defined using a Vereofy struct:

TYPE message_t = struct {
// determine the type of the message
message_type_t message_type;
id_t dest_id;
// encapsulation of sender and receiver IDs
address_t to_ip;
id_t from_ip;
// case 1: sending AODV messages
hop_counter_t hop_count;
seq_no_t dest_seq_no;
id_t orig_id;
seq_no_t orig_seq_no;
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Bool unknown_seq_no;
// omit TTL and XFlag for AODV.
// case 2: for sending data messages
data_type_t the_data;

};

In the following example, Node 1 sends three RREQ
messages to find a route to the Sink (Node 0). The RREP
generated by the Sink does not arrive, since it remains in a
buffer.

{send[1]={RREQ,0,2,1,0,0,1,1,1,data0}}
{receive[0]={RREQ,0,2,1,0,0,1,1,1,data0}}
{send[0]={RREP,1,1,0,0,1,0,0,0,data0},
send[1]={RREQ,0,2,1,0,0,1,2,1,data0}}

{receive[0]={RREQ,0,2,1,0,0,1,2,1,data0}}
{send[1]={RREQ,0,2,1,0,0,1,3,1,data0}}

In the tester for Node 1, written in ABS , the run-
method waits for the messages denoted as send[1], and
sends messages denoted as receive[1]. A trace can
contain messages that are sent simultaneously, such as the
third statement of the above trace. Synchronous commu-
nication, the calls of send[0]={RREP,1,1,...} and
receicve[1]={RREP,1,1,...}, take place simultane-
ously.

Traces received from the node under test are tested against
message patterns, i.e., we remove details that could lead to
spurious test failures not expressing a malfunctioning system.
For example, the message sequence number can be chosen
by the node, the only requirement is that it be monotonically
increasing. This property is checked using an invariant in the
tester, but a different concrete message number than that used
by the Vereofy model will not lead to test failure.

C. Other Mechanisms in the Credo Tools

The Credo tools based on Creol , Vereofy, and UPPAAL
offer different ways of modelling, supporting different tech-
niques, perspectives, arrangements, and evaluation of proper-
ties. The evaluations shown in TABLE II have been performed
with a similar model in Vereofy for a comparison of results
where this was suitable [51]. This shows that Vereofy is suit-
able for Properties c, e, and f.(xx) to f.(xxiv). Vereofy offers
a model-checking approach based on Reo automata using
the exogenous coordination model where the components are
represented by their behavioural interfaces. Similar to Creol
and ABS , Vereofy supports the verification of components
and their communication structure. The concrete case study is
described elsewhere [43].

For completeness, we mention that selected properties have
been evaluated in UPPAAL . However, this model only im-
plemented connectivity between sensors rather than ADOV
[40]. Properties in the classes f.(xxv) to f.(xxix) have been
verified. We mention, however, that UPPAAL is capable for
other properties, as the work by Chiyangwa and Kwiatkowska
[39] and Wibling et al. [37, 38] shows.

VI. CONCLUSION

We presented a structured methodology for the evaluation of
complex distributed systems by introducing the dimensions of

techniques, perspectives, arrangements, and properties for this
evaluation. We divided the properties used for this evaluation
into six property classes, and performed network simulations
of the composed system, and component testing of a single
node.

Using the network simulation, we evaluated several arrange-
ments. While most of the properties were fulfilled as expected,
some properties did not validate in the simulation; this either
due to bugs in the model, artificially introduced misbehaviour
in the model, properties of the modelled AODV algorithm, or
property variants that are not supposed to validate successfully.
In one occasion, we could detect deadlocks in the model
in a timed-model arrangement, which could be recognised
and fixed afterwards. Evaluating other protocols in sensor
networks, e.g., proactive dynamic routing protocols, is possible
using the variability features of ABS , with test cases and test
scenarios adapted to these new protocols.

Using component testing, we validated the correct be-
haviour of a single node against properties extracted from
the specification of the AODV algorithm. No deviations from
specified component behaviour were identified in this process,
which is unsurprising since components had already been
extensively used for simulation and animation during initial
model development at that point in time. However, the test
suite served as an excellent tool in regression testing during
subsequent changes and extensions of the model.

Evaluating the properties of the AODV algorithm, we had
previously encountered several challenges, such as modelling
suitable abstractions, using language constructs of Creol , and
observing the properties from a suitable perspective. The
major challenge when evaluating the AODV algorithm from a
network perspective is to avoid a high number of states in the
underlying interpreter. We showed how to overcome modelling
difficulties in the existing Creol model by refactoring it into a
software product line in ABS , thereby significantly reducing
code size and increasing maintainability and understandability,
which was also aided by the higher-level language features of
ABS .

Besides simulation and state space search using the inter-
preter, a current line of research concentrates on the automated
extraction of a verifiable model for model checking. The
approach assumes finite data and a bound on the messages
and translates ABS models to the input language for MC-
MAS [52], a model checker for multi agent systems. While
this approach does not allow verification of large systems, it
integrates the presented approach by providing new techniques
for test case generation and abstraction. A publication on this
topic is currently under submission.

The main objective of this study was to evaluate how Creol
and ABS can be applied to complex, distributed algorithms in
networks. We found the Creol and ABS languages and their
tools useful in the evaluation of functional properties of the
AODV algorithm and we gained insight into how complex
algorithms like AODV work. We observed how small changes
in the algorithm, and in the chosen arrangement, affect its
behaviour so that certain properties fail. We studied these

65

International Journal on Advances in Telecommunications, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/telecommunications/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



properties in the implementation of our model, which will
lead to further investigation of the reasons for its behaviour or
misbehaviour, and the development of better formalisms and
languages for modelling and evaluation of properties.

Systems such as Vereofy are more specific towards model
checking using the automaton approach that is farther from
real programs than ABS and Creol . On the other side,
simulators, such as ns-2, ns-3, or OMNeT++, are better suited
to evaluate the values of properties, such as timing or power
consumption. However, these do not offer native facilities for
model checking. Thus, the choice of language and simulating
system is highly dependent on the question to a model and a
simulation.

The choice of evaluation and simulation tools for distributed
algorithms depends on the goal of the evaluation. ABS is a
further development of Creol and contains most of Creol ’s
features that have shown to be useful. ABS has mended some
of the restrictions of Creol . ABS and Creol belong to the
languages that allow executable models that are suited for both
simulation, model checking, and testing.
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Abstract —The expressions for probability density function 
(PDF) of the Switch and Stay Combiner (SSC) output signal to 
noise ratio (SNR) at one time instant and the joint probability 
density function of the SSC combiner output signal to noise 
ratio at two time instants in the presence of Hoyt fading are 
determined in this paper Then, these expressions are used for 
calculation of the bit error rate for complex SSC/MRC (Switch 
and Stay Combining/Maximal Ratio Combining) combiner 
versus some parameter values. The results are shown 
graphically in some figures and the analysis of the parameters 
influence and different types of combiners is given. 

Keywords - Probability Density Function; Joint Probability 
Density Function; Bit Error Rate, Hoyt Fading; SSC/MRC 
Combiner 

I.  INTRODUCTION 

The joint probability density function of the SSC 
combiner output signal at two time instants in the presence 
of Hoyt fading is done in [1] and based on it the bit error 
rate for complex SSC/MRC combiner will be calculated in 
this paper. 

The signal propagation through wireless 
communications channels has received a great deal of 
research interest [2]-[4]. The random fluctuations of the 
signal envelope and phase in a radio channel are caused 
with two propagation phenomena: multipath scattering (fast 
fading) and shadowing (slow fading). 

The multipath fading is modeled by several distributions 
such as: Rayleigh, Rice, Nakagami-m and Weibull. The 
Hoyt (Nakagami-q) distribution model has recently received 
increased attention in modeling fading channels. This fading 
model provides a very accurate fit to experimental channel 
measurements in a various communication applications, 
such as mobile satellite propagation channels [5]. It spans 
the range of the fading figure from the one-sided Gaussian 
to the Rayleigh distribution [6]. Similarly, the Hoyt 

distribution can be considered as an accurate fading model 
for satellite links with strong ionospheric scintillation [7]. 
Recently, in [8], an ergodic capacity analysis is presented, 
and in [9] the information outage probability of orthogonal 
space-time block code (OSTBC) over Hoyt fading channels 
has been studied. Also in [10] this model has been used in 
outage analysis of cellular mobile radio systems, while in 
[11] a capacity analysis of Hoyt fading is provided. 

In wireless communication systems, various techniques 
for reducing fading effect and influence of shadow effects 
are used. Such techniques are diversity reception, dynamic 
channel allocation and power control. Upgrading 
transmission reliability and increasing channel capacity 
without increasing transmission power and bandwidth is the 
main goal of diversity techniques. 

The space diversity combining techniques, based on 
using multiple antennas at the reception, are very efficient 
methods used for improving system’s quality of service and 
ensures efficient solution for reduction of signal level 
fluctuations in channels with fading. Multiple received 
copies of signal could be combined on different ways 
among which the most popular are: maximal ratio 
combining (MRC), equal gain combining (EGC), and 
generalized selection combining (GSC) [2]-[4]. Their 
complexity of implementation is relatively high since they 
require a separate channel for each diversity branch. 

Between the simpler diversity combining schemes, the 
most popular are selection combining (SC) and switch and 
stay combining (SSC). SC and SSC types of diversity 
systems process only one of the diversity branches, so they 
are less complicated. With SSC combining the switching of 
the receiver between the two receiving antennas is based on 
a comparison of the instantaneous SNR of the connected 
antenna with a predetermined threshold what results in a 
reduction of complexity with regard to SC combining. The 
simultaneous and continuous monitoring of the SNRs at 
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both branches is no longer necessary. The price of this 
simplification is some loss in performances.  

Namely, in SSC combiner a particular antenna is 
selected until its quality drops below a predetermined 
threshold. When this happens, the receiver switches to 
another antenna and stays with it for the next time interval, 
regardless of whether or not the channel quality of that 
antenna is above or below the predetermined threshold. The 
consideration of SSC systems in the literature has been 
restricted to low-complexity mobile units where the number 
of diversity antennas is typically limited to two [12], [13].  

II. RELATED WORK 

The use of SSC combiner with great number of branches 
can minimize the bit error rate (BER) [14]. Dual SSC 
combiner is considered because the gain is the greatest when 
dual SSC combiner is used instead of one-channel system. 
The improvement becomes less with enlarging of the branch 
numbers [14]. The ratio of price and complexity is the best 
for dual branch system. Because of that it is more economic 
using SSC combiner with two inputs. 

The probability density function (PDF) of the SSC 
combiner output signal at one time instant and the joint 
probability density function of the SSC combiner output 
signal at two time instants in the presence of Rayleigh, 
Nakagami-m, Weibull, log-normal and Hoyt fading are 
determined in [15] - [18] and in [1], respectively.  

The authors showed in [19]-[22], based on results 
obtained in [15]-[18], that the error probability and the 
outage probability are significantly reduced if the decision is 
performed in two time instants. The analysis of the complex 
SSC/SC combiner outage probability at two time instants in 
the presence of Rayleigh and log-normal fading are done in 
[19] and [20] and the bit error rate for complex SSC/MRC 
combiner at two time instants in the presence of log-normal 
and Rayleigh fading in [21] and [22], respectively. 

Based on the expressions for the PDF of the SSC 
combiner output SNR at one time instant and the joint PDF 
of the SSC combiner output SNR at two time instants in the 
presence of Hoyt fading obtained in [1], the bit error rate for 
complex SSC/MRC combiner at two time instants in the 
presence of Hoyt fading will be given in this paper. 

Because it is shown earlier that the better system 
performances are obtained by decision in two time instants 
for other fading influences, the motivation for this work is 
determination of system performances in the presence of 
Hoyt fading since Hoyt fading has increasing importance in 
the study of telecommunications systems now days. This 
investigation could be useful and important for designers 
and scientists who deal with the decision based on multiple 
samples and to those who study the impact of different types 
of fading on system performances.  

The remainder of this work is organized in the following 
way: Section III introduces the model of dual SSC combiner 
and determines PDF of the SSC combiner output SNR at one 
time instant. In Section IV, the joint PDF of the SSC 
combiner output SNR at two time instants is calculated. 
Subsequently, in fifth Section the bit error rate calculation 
for complex Switch and Stay Combining/Maximal Ratio 

Combining (SSC/MRC) combiner is calculated and then in 
the sixth chapter the numerical results are presented 
graphically. Final part of this paper is conclusion with an 
analysis of the obtained results. 

III.  SYSTEM MODEL AND PERFORMANCES AT ONE TIME 

INSTANT 

The system model is presented in Fig. 1. The combiner 
input signals to noise ratios are γ1 and γ2, with γ being the 
combiner output signal to noise ratio. 

Dual SSC combiner works in the following manner: the 
probability of the event that combiner first examines the 
signal from first input is P1, and for the second input to be 
examined first is P2. If the combiner tests first the signal 
from first input and if the value of the signal to noise ratio at 
this input is greater than the threshold, γT, SSC combiner 
leads this signal to the decision circuit. If the value of the 
signal to noise ratio from the first input is less then the 
threshold γT, SSC combiner directs the signal from another 
input to the decision circuit, regardless if it is above or 
below the predetermined threshold. If the SSC combiner 
first examines the signal from second input his working 
algorithm is similar. 

 

 

Figure 1. Model of dual SSC combiner with two inputs  
 

The expression for PDF of the combiner output signal to 
noise ratio will be defined first for the case that input signal 
to noise ratio is less than the threshold, γ <γT. Based on the 
work algorithm of the SSC combiner in this case, PDF is 
equal: 

)()()()()(
1221 21 γγγγγ γγγγγ pFPpFPp TT ⋅⋅+⋅⋅=    (1) 

In the case γ ≥ γT the expression for PDF of the signal 
to noise ratio at the combiner output is : 

1 1 21 1( ) ( ) ( ) ( )Tp P p P F pγ γ γ γγ γ γ γ= ⋅ + ⋅ ⋅ +  

2 2 12 2( ) ( ) ( )TP p P F pγ γ γγ γ γ+ ⋅ + ⋅ ⋅      (2) 

where γT is the decision threshold. The cumulative 
probability densities (CDFs) are given by [4]: 
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The PDFs of the SNRs at the combiner input, γ1 and γ2, 
in the presence of Hoyt fading, are [4]: 
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where qi are Nakagami-q fading parameters, which range 

from 0 to 1 and iγ  are average SNRs for input channels 

The CDFs of the SNRs at the combiner input in the 
presence of Hoyt fading, after putting of the expressions (6), 
(7), into (3), are given by: 
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where Ie(k, x) is Rice’s Ie function [23]. 
After putting of the expressions (8) and (9) into (4) and 

(5), the probabilities P1 and P2 are: 
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After putting of the expressions (4)-(7), (8) and (9) into 
(1), the PDF of the combiner output SNR, γ, for γ  <γT, is: 
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After  putting  of  the  expressions  (4)-(7), (10) and (11) 
into (2), PDF of the combiner output SNR γ, for γ ≥γT is: 
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The obtained expressions for the PDF of the output 
signal to noise ratio after diversity combining can be used to 
study the moments, the amount of fading, the outage 
probability and the average bit error rate of proposed 
system. 
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IV. SYSTEM PERFORMANCES AT TWO TIME INSTANTS 

The model of dual SSC combiner at two time instants 
considered in this Section is shown in Fig. 2. 

 
Figure 2. Model of the SSC combiner with two inputs at two time instants 

 
The input SNRs are γ11 and γ21 at the first time instant 

and they are γ12 and γ22 at the the second time moment. The 
output SNRs are γ1 and γ2. 

The indexes for the input SNRs are: first index is the 
ordinal branch number and the other signs time instant 
observed. For the output SNRs, the index represents the 
time instant observed. 

The joint PDF of uncorrelated input signals, with Hoyt 
distribution and the same parameters, is [4]: 
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Modified Bessel function of the first kind is defined by 
[24]: 
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Four different cases are observed. The first case is: γ1<γT 
and γ2 <γT. In this case all signal to noise ratios at the input 
are below γT , i.e.: γ11<γT, γ12<γT, γ21<γT, and γ22<γT.  

Let the combiner first treat the signal r11. Because 
γ11<γT, therefore that γ1=γ21, and since γ22<γT it is γ2=γ12. 
The probability of this situation is P1. 

When SSC combiner first treats the signal r21, then it is 
γ1=γ11, because γ21<γT. After γ12<γT, then it is γ2=γ22. The 
probability of this situation is P2. After previous, the joint 
PDF of the combiner output SNRs at two time instants is 
obtained using expression (14), for γ1<γT and γ2 <γT: 

1 2 11 12 22 211 2 1 11 2 11 22 1 22

0 0

( , ) ( , ) ( , )
T T

p P p d p d

γ γ

γ γ γ γ γ γγ γ γ γ γ γ γ γ= ⋅ +∫ ∫  

21 22 12 112 21 2 21 12 1 12

0 0

( , ) ( , )
T T

P p d p d

γ γ

γ γ γ γγ γ γ γ γ γ+ ⋅ =∫ ∫  

( ) ( ) ( ) ( )2 22 2 4 221 1 2 1 2 11 1
1 02 2 2 2 2

1 1 1 1 1 1 1 1 1 1

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
P I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    = − ⋅     + +        

 

( ) ( ) ( ) ( )2 22 2 4 222 2 1 2 1 22 2
02 2 2 2 2

2 2 2 2 2 2 2 2 2 2

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    ⋅ − +     + +        

 

( ) ( ) ( ) ( )2 22 2 4 221 1 1 1 1 11 1
2 02 2 2 2 2

1 1 1 1 1 1 1 1 1 1

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
P I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    + − ⋅     + +        

 

( ) ( ) ( ) ( )2 22 2 4 222 2 2 2 2 22 2
02 2 2 2 2

2 2 2 2 2 2 2 2 2 2

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    ⋅ −     + +        

 

(16) 

In the similar manner the other joint PDFs can be 
derived. The joint PDF is, for γ1≥γT and γ2<γT: 
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for γ1<γT and γ2≥γT: 

 
SSC 

γ11, γ12  

γ1, γ2 

γ21,γ22 

72

International Journal on Advances in Telecommunications, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/telecommunications/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



1 2 11 21 221 2 1 11 11 1 2

0

( , ) ( ) ( , )
T

p P p d p

γ

γ γ γ γ γγ γ γ γ γ γ= ⋅ ⋅ +∫  

11 12 22 211 11 2 11 22 1 22

0 0

( , ) ( , )
T T

P p d p d

γ γ

γ γ γ γγ γ γ γ γ γ+ ⋅ +∫ ∫  

21 11 12 21 22 12 112 21 21 1 2 2 21 2 21 12 1 12

0 0 0

( ) ( , ) ( , ) ( , )
T T T

P p d p P p d p d

γ γ γ

γ γ γ γ γ γ γγ γ γ γ γ γ γ γ γ γ+ ⋅ ⋅ + ⋅ =∫ ∫ ∫
( )222 11 1

1 2 2 2
1 1 1 1

12 1
,

1 1 4

T

e

qq q
P I

q q q

γ

γ

 +− = ⋅ + +  

 

( ) ( ) ( ) ( ) ( ) ( )2 22 2 4 2 2 4
2 2 1 2 1 2 2 2 2 2

0 02 2 2 2
2 2 2 22 2 2 2 2 2 2 2

1 1 1 1 1 1
exp exp

2 24 4 4 4

q q q q q q
I I

q qq q q q

γ γ γ γ

γ γγ γ γ γ

      + + − + + −      ⋅ − − +                  

 

( )222 22 2
2 2 2 2

2 2 2 2

12 1
,

1 1 4

T

e

qq q
P I

q q q

γ

γ

 +− + ⋅ + +  
 

( ) ( ) ( ) ( ) ( ) ( )2 22 2 4 2 2 4
1 1 1 1 1 1 1 2 1 2

0 02 2 2 2
1 1 1 11 1 1 1 1 1 1 1

1 1 1 1 1 1
exp exp

2 24 4 4 4

q q q q q q
I I

q qq q q q

γ γ γ γ

γ γγ γ γ γ

      + + − + + −      ⋅ − − +                  

 

( ) ( ) ( ) ( )2 22 2 4 221 1 2 1 2 11 1
1 02 2 2 2 2

1 1 1 1 1 1 1 1 1 1

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
P I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    + − ⋅     + +        

 

( ) ( ) ( ) ( )2 22 2 4 222 2 1 2 1 22 2
02 2 2 2 2

2 2 2 2 2 2 2 2 2 2

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    ⋅ − +     + +        

 

( ) ( ) ( ) ( )2 22 2 4 22
1 1 1 1 1 11 1

2 02 2 2 2 2
1 1 1 1 1 1 1 1 1 1

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
P I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    + − ⋅     + +        

 

( ) ( ) ( ) ( )2 22 2 4 222 2 2 2 2 22 2
02 2 2 2 2

2 2 2 2 2 2 2 2 2 2

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    ⋅ −     + +        

 

(18) 

for γ1≥γT and γ2≥γT: 

1 2 11 12 22 12 111 2 1 1 2 1 2 12 1 12

0

( , ) ( , ) ( ) ( , )
T

p P p P p p d

γ

γ γ γ γ γ γ γγ γ γ γ γ γ γ γ= ⋅ + ⋅ +∫
11 21 22 11 12 22 211 11 11 1 2 1 11 2 11 22 1 22

0 0 0

( ) ( , ) ( , ) ( , )
T T T

P p d p P p d p d

γ γ γ

γ γ γ γ γ γ γγ γ γ γ γ γ γ γ γ γ+ ⋅ ⋅ + ⋅ +∫ ∫ ∫  

+⋅+⋅+ ∫T
r

dppPpP
0

2212222212 ),()(),(
2122122221

γγγγγγ γγγγγ
 

21 11 12 21 22 12 112 21 21 1 2 2 21 2 21 12 1 12

0 0 0

( ) ( , ) ( , ) ( , )
T T T

P p d p P p d p d

γ γ γ

γ γ γ γ γ γ γγ γ γ γ γ γ γ γ γ γ+ ⋅ ⋅ + ⋅ =∫ ∫ ∫  

( ) ( ) ( ) ( )22 2 4 2
1 1 1 1 1 1

1 02 2
1 1 1 11 1 1 1

1 1 1 1
exp

2 24 4

q q q q
P I

q qq q

γ γ

γ γγ γ

   + + − +   = − ⋅        
 

( ) ( )22 4
1 2 1 2

02 2
1 1 1 1

1 1
exp

4 4

q q
I

q q

γ γ

γ γ

   + −   ⋅ − +        
 

( ) ( ) ( )22 2 4
2 2 2 2 2

1 02 2
2 2 2 2 2 2

1 1 1
exp

2 4 4

q q q
P I

q q q

γ γ

γ γ γ

   + + −   + − ⋅        
 

( ) ( ) ( ) ( )2 22 2 4 221 1 1 1 1 11 1
02 2 2 2 2

1 1 1 1 1 1 1 1 1 1

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    ⋅ − +     + +        

 

( )222 11 1
1 2 2 2

1 1 1 1

12 1
,

1 1 4

T

e

qq q
P I

q q q

γ

γ

 +− + ⋅ + +  
 

( ) ( ) ( ) ( )22 2 4 2
2 2 1 2 1 2

02 2
2 2 2 22 2 2 2

1 1 1 1
exp

2 24 4

q q q q
I

q qq q

γ γ

γ γγ γ

   + + − +   ⋅ − ⋅        
 

( ) ( )22 4
2 2 2 2

02 2
2 2 2 2

1 1
exp

4 4

q q
I

q q

γ γ

γ γ

   + −   ⋅ − +        
 

( ) ( ) ( ) ( )2 22 2 4 221 1 2 1 2 11 1
1 02 2 2 2 2

1 1 1 1 1 1 1 1 1 1

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
P I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    + − ⋅     + +        

 

( ) ( ) ( ) ( )2 22 2 4 222 2 1 2 1 22 2
02 2 2 2 2

2 2 2 2 2 2 2 2 2 2

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    ⋅ − +     + +        

 

( ) ( ) ( ) ( )22 2 4 2
2 2 1 2 1 2

2 02 2
2 2 2 22 2 2 2

1 1 1 1
exp

2 24 4

q q q q
P I

q qq q

γ γ

γ γγ γ

   + + − +   + − ⋅        
 

( ) ( )22 4
2 2 2 2

02 2
2 2 2 2

1 1
exp

4 4

q q
I

q q

γ γ

γ γ

   + −   ⋅ − +        
 

( ) ( ) ( )22 2 4
1 1 2 1 2

2 02 2
1 1 1 1 1 1

1 1 1
exp

2 4 4

q q q
P I

q q q

γ γ

γ γ γ

   + + −   + − ⋅        
 

( ) ( ) ( ) ( )2 22 2 4 222 2 1 2 1 22 2
02 2 2 2 2

2 2 2 2 2 2 2 2 2 2

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    ⋅ − +     + +        

 

( )222 22 2
2 2 2 2

2 2 2 2

12 1
,

1 1 4

T

e

qq q
P I

q q q

γ

γ

 +− + ⋅ + +  
 

( ) ( ) ( ) ( )22 2 4 2
1 1 1 1 1 1

02 2
1 1 1 11 1 1 1

1 1 1 1
exp

2 24 4

q q q q
I

q qq q

γ γ

γ γγ γ

   + + − +   ⋅ − ⋅        
 

73

International Journal on Advances in Telecommunications, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/telecommunications/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



( ) ( )22 4
1 2 1 2

02 2
1 1 1 1

1 1
exp

4 4

q q
I

q q

γ γ

γ γ

   + −   ⋅ − +        
 

( ) ( ) ( ) ( )2 22 2 4 22
1 1 1 1 1 11 1

2 02 2 2 2 2
1 1 1 1 1 1 1 1 1 1

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
P I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    + − ⋅     + +        

 

( ) ( ) ( ) ( )2 22 2 4 222 2 2 2 2 22 2
02 2 2 2 2

2 2 2 2 2 2 2 2 2 2

1 1 1 12 1
exp ,

2 4 4 1 1 4

T

e

q q q qq q
I I

q q q q q q

γ γ γ

γ γ γ γ

    + + − +−    ⋅ −     + +        

 

(19) 
 

V. BIT ERROR RATE FOR SSC/MRC COMBINER 

The model of the SSC/MRC combiner with two inputs 
considered in this paper is shown in Fig. 3. We consider the 
SSC/MRC combiner with two branches at two time instants. 
The output signals at SSC part are γ1 and γ2 and they become 
the inputs at MRC combiner and the overall output signal is 
γ. In this case, the signal at output of complex combiner 
includes both, the time diversity and the space diversity {1}. 

 
 

 
Figure 3. Model of complex dual SSC/MRC combiner at two time instants 

 
 
The total conditional signal value at the output of the 

MRC combiner, for equally transmitted symbols of L 
branch MRC receiver, is given by [3] 
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For coherent binary signals the conditional BER 
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where Q is the one-dimensional Gaussian Q-function [17] 
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Gaussian Q-function can be defined using alternative 
form as [4] 
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Using the alternative representation of the Gaussian-Q 
function, the conditional BER can be expressed as 
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The unconditional BER can be obtained by averaging 
the multichannel conditional BER over the joint PDF of the 
signals at the input of MRC combiner 
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VI. NUMERICAL RESULTS 

It is simple to present graphically the results, that come 
from equations we obtained in Sections III-V, using 
mathematical software, for example “Matlab”, that is used 
in this paper. For the sake of simplicity, it has been assumed 
that the variances of both signals at the combiner input are 
equal without loosing in generalization. 

The case when one time instant is observed is presented 
in Fig. 4. The PDF of the combiner output SNR is 
determined as a function of input SNR γ and the decision 
threshold γT, for three different variance values and for the 
same distribution parameters at receiver branches. 

The Fig. 5. to 7. present the situation when two time 
instants are observed. The PDF is given versus input SNRs 
at two time instants, γ1 and γ2, for different values of 
distribution parameters and decision threshold γT. 
 

 
Figure 4. Probability density function of the combiner output signal to 

noise ratio at one time instant for 121 == γγ , q1=q2=0.5 

 

 
Figure 5. The probability density function of the combiner output signal to 

noise ratio at two time instants for 121 == γγ , 1=Tγ , q1=q2=0.5 

 
It is assumed that both input branches have the same 

channel parameters. It is adopted that γT is optimal threshold 
of the SSC decision [1]: 

)( 1γγ ET = ,                                     (29) 

where [25]: 
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Substituting (30) in (29), the optimal threshold is: 

γγ =T .                                    (31) 

 
 

 
Figure 6. The probability density function of the combiner output signal to 

noise ratio at two time instants for 121 == γγ , 1=Tγ , q1=q2=0.9 

 
 

 
Figure 7. The probability density function of the combiner output signal to 
noise ratio at two time instants for 5.021 == γγ , 5.0=Tγ , q1=q2=0.5 
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Figure 8. Bit error rate for different types of combiners versus  

 parameter  γ  for q=0.9 

 

 

Figure 9. Bit error rate for different types of combiners versus  
 parameter q for 5.0=γ  

 

The families of curves for BER for one channel receiver 
and for MRC combiner at one time instant and SSC/MRC 
combiner at two time instants, for uncorrelated case, are 
shown in Figs. 8. and 9. versus different distribution 
parameters. 

It can be observed that SSC/MRC combiner has 
significantly better performances for uncorrelated case then 
MRC combiner at one time instant. It is evident that using 
this complex SSC/MRC combiner results in better system 
performances.  

VII.  CONCLUSION AND FUTURE WORK 

The SSC and MRC are simple and frequently used 
techniques for combining signals in diversity systems. The 
system performances deciding by two samples can be 
determined by the joint PDF of dual SSC combiner output 
signal at two time instants and putting them as inputs of the 
MRC combiner. In this paper, the PDF of dual SSC/MRC 
combiner output signal at two time instants in the presence 

of Hoyt fading is determined and based on it the bit error 
probability is calculated. 

The obtained results are shown graphically for different 
parameters. It is apparent that system performances can be 
significantly improved using the sampling at two time 
instants and characteristics of complex SSC/MRC combiner 
comparing with classical SSC and MRC combiners.  

In the future works, the other important useful 
performance measure for diversity systems like outage 
probability, amount of fading and second order parameters 
can be determined. 

This fact shows that the results obtained in this paper are 
very significant in the designing and application of diversity 
receivers. 
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Abstract—Multiple-input Multiple-output (MIMO) antenna
systems require a separate pilot signal for each transmitting
antenna for enabling the receiver to measure all physical chan-
nels separately. As scrambling operates with pseudorandom
sequences the auto-correlation is quasi-orthogonal with small
deviations from exact orthogonality. In this paper the impact
of these deviations is investigated, which is important especially
for estimating the channel impulse response. Therefore, an
analytical approach beyond simple correlation is proposed,
taking into account the full scrambling sequence. Link level
simulations show that the performance of high-speed down-
link packet access (HSDPA) MIMO systems is significantly
improved, especially for very high data rates when dual stream
transmission is used in combination with cancellation of the
interference between the data streams.

Keywords-W-CDMA; HSDPA; MIMO; channel estimation;
scrambling; crosstalk; interference cancellation;

I. INTRODUCTION

Channel estimation plays an important role in wideband
code division multiple access (W-CDMA) networks, espe-
cially for very high data rates as they are achieved with
MIMO [1], [2]. It has therefore been topic of different
investigations, which go beyond the conventional correlation
approach. In [3], a novel type of linear minimum mean
square equalizer (LMMSE) was presented, which is able to
properly take into account all types of interference without
being too complex for implementation in real systems,
whereas [4] and [5] investigate smoothening the primary
channel estimates by appropriate filtering and cancelling the
inter-antenna interference, respectively. An adaptive channel
estimator was proposed in [6] for system utilizing space time
transmit diversity.

In order to benefit from diversity of transmitted signals
achieved either by separating the transmitting antennas spa-
tially or using different polarization directions, it is neces-
sary to measure all physical channels from each transmitting
to each receiving antenna, and transmission of more than
one data stream in MIMO systems is not possible at all
without resolving these channels individually (see, e.g., [7]).
Therefore, each transmitting antenna has to be fed with
a separate pilot sequence. For HSDPA systems [8], there
are defined primary and secondary common pilot channels,
which are orthogonal either by using orthogonal symbol
patterns or by applying orthogonal spreading codes. In any
case, the coded pilot chip level sequences are scrambled.

As scrambling is a quasi-orthogonal but not an exact
orthogonal operation the channel information derived by the
receiver remains distorted even under conditions being ideal
beyond these distortions, i.e., absence of receiver noise and
additive white Gaussian noise (AWGN) channels. In [9], an
iterative approach was proposed to approximately handle
this phenomenon. Because equalization of the incoming
signal is cancelling the effect of multi-path propagation to
a considerable extent this effect does not play a role for
data detection itself. However, channel estimation, which is
needed for measuring the different propagation paths has to
work on un-equalized incoming data and thus is impacted
significantly.

As long as only one pilot channel is present, the impact
is usually negligible: Although a certain amount of energy
is scattered by the scrambling operation into other codes or
pilot patterns, the general shape of the signal at the output of
the physical channel persists as the energy reduction is more
or less proportional to the available energy, i.e., slots with
low pilot signal strength also have a low absolute distortion
caused by scrambling. If there are however two or more pilot
sequences the relative error strongly increases as besides
’scattering out’ also ’scattering in’ has to be regarded: The
intrusion of energy from other codes also happens at time
(slot) positions where the respective ’target’ pilot signal is
weak or even vanishes, causing an error signal, which can
be much higher than the ’pure’ signal.

If MIMO is configured for more than one data stream
these streams will interfere with each other with strength de-
pending on the correlation of the different physical channels.
But this interference can effectively be reduced by interfer-
ence cancellation as all data streams have the same origin
and therefore are subject of the same channel conditions.
Furthermore, the receiver has to decode all data streams
anyway so that the additional effort of cancellation is lim-
ited. As interference cancellation is re-applying the channel
transformation to the already detected data, any error in
the estimated channel information takes effect three times,
namely at first equalization, at re-application of the channel
operation in the course of the interference cancellation and
at re-equalization of the equivalent single stream data. Any
error in channel estimation therefore acts non-linearly on the
overall performance of the system.

The scrambling distortion is mainly significant for very
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high data rates where the respective user equipment (UE)
is served by the base station with all available resources.
This means that intra-cell interference (originating from
other users) is small, mainly caused by pilot and control
channels, which are known to the UE and can be suppressed.
Furthermore, these mentioned high data rates are achievable
under quite good radio conditions only, i.e., also the inter-
cell interference must be small. Therefore, a correlation-
based estimator might be sufficient in that range of interest
but the impact of systematic scrambling induced distortion
should be removed.

As the receiver knows the scrambled pilot symbol patterns
as they are fed to the transmitting antennas it is possible to
calculate the distortion induced by scrambling analytically
as a function of the channel impulse response. Inverting this
function allows to extend the correlation algorithm such as
to take into account the distortion, leading to an estimated
channel impulse response being exact with respect to scram-
bling effects. Although a matrix operation is required to
solve the resulting equation system the corresponding matrix
elements depend only on the scrambling vector and can
hence be calculated once at the initial phase. As long as
the scrambling code is not changed, i.e., the UE does not
change the cell, these elements remain stable.

The remainder of this paper is organized as follows: In
Section II we give a brief description of MIMO inter-stream
interference and its cancellation as this is the main applica-
tion of the proposed improvement in channel estimation. In
Section III we then introduce the signal model with the basic
equations. They are required to describe the data transfer
through the physical channels to be measured by the UE
and will be used in Section IV for formulating the analytical
solution for scrambling-exact channel estimation. Section
V then demonstrates the gain of the proposed algorithm
with some results from link level simulation, followed by a
discussion of an efficient implementation of the algorithm in
Section VI. After explaining why the deviation of scrambling
from orthogonality has no impact on data detection itself in
Section VII, we finally draw our conclusion in Section VIII.

II. CANCELLATION OF MIMO INTER-STREAM
INTERFERENCE

In W-CDMA HSDPA, the maximum possible data rate
has been and will be increased over the years especially
by using modulation schemes of higher order such as
16QAM or 64QAM and new modes of operation [10], [11].
The latter can be divided into two classes. The first one
is extending the bandwidth by using two or even more
carriers. In that case, the procedures on physical layer remain
more or less untouched and are hence beyond our focus
here. The second one is the introduction of MIMO with
transferring several data streams in parallel using both the
same physical resources as well as the same spreading codes

Figure 1. Schematic overview about dual stream transmission in W-CDMA
HSDPA MIMO.

Figure 2. Schematic overview about cancellation of inter-stream interfer-
ence.

[12]. Fig. 1 gives a schematic overview about MIMO dual
stream transmission.

Good channel estimation plays a significant role for
effective data transmission, especially if high data rates
shall be reached. This is achieved by transmitting pilot
patterns with defined power, which are used then by the
receiver to estimate the single channel coefficients. Dual
stream transmission requires at least two antennas on both
transmitter and receiver side. To enable the receiver to
measure each physical channel separately, two different pilot
signals are sent. In HSDPA each one is fed to one of
the transmitting antennas [13], whereas each data stream is
distributed to both transmitting antennas with different phase
factors, the pre-coding weights. A pre-coding codebook with
four entries is defined and the UE signals the index of the
pre-coding values, which yield the highest received power.
The pre-coding vector for the second data stream is then
taken orthogonal to the one of the first stream in order to
allow the separation of the streams by the receiver. The
received power of the second stream usually is significantly
lower due to more destructive interference of the beams
from the two transmitting antennas. For that reason, first
and second stream often are refered as strong and weak one.
Further details are not important for the discussion here but
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can be found in [12].
In conventional LMMSE equalizers as described, e.g., in

[14] both pre-coding weights and channel coefficients are
needed to determine proper weights for calculation of soft
values of the received symbols, which then are passed to
the decoder. Although these equalizer weights are non-linear
in the channel impulse response the weight calculation is
the only place in the decoding chain where the estimated
channel coefficients are required.

The separation of the streams on receiver side is possible
due to diversity of the physical channels between each
transmitting and receiving antenna either spatially or due
to different polarization properties of the affected antennas.
If the physical channels are correlated this separation of the
streams is feasible only to a certain extend and a substantial
inter-stream interference remains after equalizations, which
mainly effects the weaker of the two data streams. To keep
this stream decodable anyway requires the application of
a modulation and coding scheme with rather low transport
block size.

If, however, the first data stream is decoded correctly,
the complete information for re-constructing its shape as it
reaches the receiver antennas is available at the receiver,
including the coefficients of the physical channels. It is
therefore possible to subtract this contribution from the
overall incoming signal, leaving the stripped signal con-
taining only the signal of the second stream, and of course
noise and interference beyond inter-stream interference. This
cancellation of inter-stream interference thus allows higher
data rates also for the weaker data stream.

From the schematical display in Fig. 2 it becomes obvious
that now the estimated channel coefficients are not applied
only once but three times, namely for the first calculation of
the equalizer weights, for the re-construction of the stronger
signal as it reaches the antennas, and for the re-calculation
of the weights used for equalizing the remaining weaker
stream, which now requires single stream weights. As long
as the two data streams are not orthogonal at the reciever
side, which is usually the case if interference cancellation
is executed, application of dual stream weights implicitly
assigns within the equalizer equations a part of the stream
power to the other data stream, which is, however, no more
present. This both reduces the available signal over noise
ratio and distorts the signal, i.e., the data detection suffers
significantly [15].

The increased impact of channel estimation errors in
presence of interference cancellation becomes obvious when
looking to the equation for the received soft values y2,IC of
the weaker second data stream at the equalizer output (see,
e.g., [16]).

y2,IC = w2,single [r − (1− δ) · h · s1] . (1)

To the re-spread and re-scrambled signal of the first

Table I
NAMING CONVENTIONS FOR IMPORTANT VARIABLES

Received signal (single antenna) r(l)

Sent signal (index i for Tx antenna) si(l)

Channel impulse response (index i for Tx
antenna) hi(l)

Scrambling code element of sequence j at
integer chip index n cj(n)

Channel length M + 1

Spreading sequence length NSF

Oversampling factor NOSF

Number of symbols required for CPICH
orthogonality Northo

Number of symbols required for CPICH
orthogonality, measured in chips N =

chips per slot
Northo

data stream, s1, the channel impulse response h is re-
applied. Errors in channel estimation are accounted for by
the correction δ. As the main part of the overall received
signal r originates from the stronger first data stream, both
terms in the bracket are of the same order of magnitude
and y2,IC is therefore quite sensitive to errors in the channel
estimation with leading order of δ. The additional contribu-
tion of δ implicitly contained in w2,single is present without
interference cancellation, too.

Of course it would be much easier to use directly the
stronger signal at the equalizer output instead of re-coding
the decoded one, especially as this would reduce the de-
tection delay. The benefit of such a procedure however is
quite limited because such a signal still contains all noise
and interference contributions and not only errors from
channel estimation. It can even happen that the manipulated
signal obtained this way is worse than without interference
cancellation at all.

In Section V we will show that the performance of the
weaker data stream experiences a huge gain from improved
channel estimation, but also the stronger data stream as well
as the weaker one in absence of interference cancellation
benefit from this procedure.

III. BASIC CHANNEL PILOT EQUATIONS

Throughout the rest of the paper, we use the naming con-
ventions listed in Table I. We assume that two transmitting
antennas are present, each fed with a separate pilot sequence,
namely s1 and s2. On chip level, i.e., after spreading, the
signals are then chip-wise multiplied with the elements of a
scrambling vector c, which has the length of a frame, i.e.,
38400 chips [17]. The scrambling sequence is known also to
the receiving UE, which can hence de-scramble the received
signal r by multiplication with the hermitian scrambling
vector, c†.

The W-CDMA scrambling sequences are constructed
from the pseudorandom complex-valued Gold sequences
[17] and hence their autocorrelation is quasi-orthogonal (see,
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(a) (b)

Figure 3. Scalar product of scrambling vector with itself (red) and with another (blue) scrambling vector as function of shifted index.

e.g., [18]. This operation preserves both amplitude and phase
to a high extend if the applied scrambling vector matches
the one used on the transmitter side without shift in the chip
index as can be seen from the red curve at j = 0 in Fig. 3a.
On the other hand, de-scrambling with another scrambling
sequence (blue curve in Fig. 3a) or the same one but shifted
in the chip index yields an correlation result close to zero.
If really orthogonal instead of quasi-orthogonal codes would
be used non-matching de-scrambling would provide exactly
vanishing results. Scrambling is therefore a powerful means
for both separation of signals from different cells, which
use different scrambling codes, as well as for separation of
contributions of the same base station but propagating via
differently delayed paths, i.e., application of the same but
time-shifted scrambling sequence.

Fig. 3b shows the error caused by the deviation of scram-
bling vectors from orthogonality in more detail. Although
this error is in the range of a few percents only it can cause
a degradation of system performance, especially if advanced
receivers are used.

As we want to include oversampling and raised cosine
filtering in our description, s and r are defined in sub-chip
time steps l. For a single receiving antenna, the received
signal is then given by (see, e.g., [18], Section 1.3):

r(l) = (2)
NOSF·M∑
k=0

c

(⌊
l − k
NOSF

⌋)[
h1(k)s1

(
l − k
NOSF

)
+ h2(k)s2

(
l − k
NOSF

)]
,

where b· · · c denotes the interger part of the argument.
Usually, the raised cosine filtering is counted for in the

channel impulse response h. The signal si, i ∈ {1, 2} up-
sampled with oversampling factor NOSF is then non-zero only
for integer arguments and hence only M terms contribute
to the summation in (2). For further receiving antennas the

same equation holds with the corresponding channel impulse
responses.

Although the conventional correlation approach of chan-
nel estimation, which de-scrambles the received signal ig-
noring the error made by this quasi-orthogonal operation
(see, e.g., [2]), allows to separate both signals from different
cells with different scrambling sequences c1 and c2 as well
as to separate different delays ∆j of the signals from the
same cell, it contains a systematic error. This error is visible
in Fig. 3 where the scalar product of a scrambling vector
with itself (red) and with another scrambling vector (blue)
is displayed. In both cases, the second vector is circularly
shifted in its index ∆j. In case of real orthogonality, only
the product of a scrambling vector with itself and matching
indices (red cross at ∆j = 0) would yield a non-vanishing
result.

In order to find an exact solution for de-scrambling, we
build the projection of the received signal to the scrambling
vector but keep all terms resulting from deviation of scram-
bling from orthogonality:

l0+NSF∑
l=l0+1

c† (l) r(l + d) =

=

l0+NSF∑
l=l0+1

NOSF·M∑
k=0

c†(l)c

(⌊
l − k + d

NOSF

⌋)
·[

h1(k)s1

(
l − k + d

NOSF

)
+ h2(k)s2

(
l − k + d

NOSF

)]
≈

≈ h1(d)s1(l0) + h2(d)s2(l0). (3)

The approximation in the last step applies the simplifica-
tion of the correlation approach.

In (3), we introduced a start index l0 for summation
over chips in order to cope with handling of more than
one symbol. For the first symbol, l0 = 0, for the second
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one l0 = NSF , the spreading sequence length, and higher
symbol indices are related to the corresponding integer
multiples of NSF .

Although the scrambling vector c and its index l operate
on chips, both the received data r and the channel impulse
response function h are defined on sub-chip level and
thus d and k take into account oversampling. During the
upsampling operation, the data vectors si, i ∈ {1, 2}, are
extended according to the oversampling factor by filling the
new elements with zeros. This means that all terms on the
right hand side of (3) with (l − k + d)/NOSF /∈ Z vanish
because the corresponding si = 0. If we now define

κl0,j(d, k) ≡ κl0,j(d− k) =

=

NOSF·NSF∑
l=l0+1

c†(l)c

(⌊
l − k + d

NOSF

⌋)
sj

(
l − k + d

NOSF

)
κl0,j(d− k) = 0 ∀d− k /∈ Z

ρl0(d) =

NSF∑
l=l0+1

c†(l)r(l + d) (4)

for a channel of length M + 1 measured in chip duration
equation (3) can be written as

ρl0(d) =

NOSF·M∑
k=0

[h1(k)κl0,1(d− k) + h2(k)κl0,2(d− k)] .

(5)
The correlative de-scrambling is contained in this formu-

lation as special case, namely setting κ(d− k) = δd,k. The
channel coefficients are then directly given by ρ.

We are now able to split the summation into two parts,
namely one counting the chips and the other stepping
through the oversampling within each chip. With the def-
initions

d = NOSF

⌊
d

NOSF

⌋
+ d mod NOSF = d̂+ ď

d̂ =

⌊
d

NOSF

⌋
(6)

ď = d mod NOSF

and assuming that l is an integer multiple of NOSF (gen-
erally spoken, oversampling can be accounted for in d) we
can write finally

ρl0(d̂+ ď) =

=

M∑
k=0

NOSF−1∑
j=0

[
h1(NOSFk + j)κl0,1(d̂+ ď−NOSFk − j)+

h2(NOSFk + j)κl0,2(d̂+ ď−NOSFk − j)
]

=

=

M∑
k=0

[
h1(NOSFk + ď)κl0,1(d̂−NOSFk)+

h2(NOSFk + ď)κl0,2(d̂−NOSFk)
]
. (7)

In (7), we have separated integer and oversampled parts
in the sum of the right hand side of (5) by splitting

k = NOSF

⌊
k

NOSF

⌋
+ j

⌊
k

NOSF

⌋
→k

−→ NOSFk + j, (8)

i.e., the summation over k is restricted to run from 0 to M
whereas the oversampled indices are collected in j, which
runs from 0 to NOSF and finally is executed according to the
definition given in (4).

IV. SCRAMBLING-EXACT CHANNEL ESTIMATION

In [8], there are defined different configurations for the
common pilot channel (CPICH) in W-CDMA systems. For
the usage in combination with MIMO, two of them are
relevant, namely either using only the primary CPICH spread
with code cSF1 of length 256 and orthogonal bit sequences on
the two transmitting antennas, or using the primary CPICH
on the first and a secondary CPICH with code cSF2 on the
second transmitting antenna. The secondary CPICH than
must use the same bit sequence as the primary CPICH. The
same scrambling code for both cases is used in any case.

If two adjacent symbols are merged both options can
formally be described by a virtual spreading with length
512 where the effective spreading codes can be defined
in the first case as [cSF1 cSF1] and [cSF2 inv(cSF1)], and in the
second case as [cSF1 cSF1] and [cSF2 cSF2]. As long as the channel
estimation algorithm finally uses any filtering procedure over
an even number of pilot symbols, both options are equivalent
with respect to the influence of scrambling. We will restrict
therefore the following investigations to the configuration
with primary CPICH only and orthogonal bit sequences on
the two transmitting antennas.

A. Single Symbol Channel Estimation

If we want to calculate M + 1 coefficients for both
channels, we need 2 · (M + 1) equations, i.e.,



ρl0 (NOSF·0+ď)

...
ρl0 (NOSF·M+ď)

...
ρl0 (NOSF·(2M+1)+ď)


= Kl0



h1(NOSF·0+ď)

h2(NOSF·0+ď)

...
h1(NOSF·M+ď)

h2(NOSF·M+ď)


, (9)

where the pilot scrambling matrix Kl0 is defined as
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(a) (b)

Figure 4. Real (a) and imagionary (b) part of odd columns of pilot scrambling matrix K for a single tap channel including raised cosine filtering.

(a) (b)

Figure 5. Channel Impulse Response H averaged over all symbols of a frame (a) and calculated with averaged K (b).

Kl0 = (10)

κl0,1(0) κl0,2(0) ... κl0,1(−M) κl0,2(−M)

...
...

. . .
...

...
κl0,1(M) κl0,2(M) ... κl0,1(0) κl0,2(0)

...
...

. . .
...

...
κl0,1(2M+1) κl0,2(2M+1) ... κl0,1(M+1) κl0,2(M+1)


.

If the scrambling sequences would be completely orthog-
onal, the pilot scrambling matrix (10) would contain non-
zero elements (κj(0)) in the first M + 1 rows only, i.e.,
rows M + 1 . . . 2M + 1, would not contribute at all to the
solution thus making K un-invertible. The accuracy of these
equations is therefore small even if the non-orthogonality of

scrambling is taken into account. To overcome this limitation
one has therefore either to average over at least as many
symbols as there are pilot sequences (see Section IV-B), or
the approach has to be extended such as to obtain equations
for each pilot symbol (see Section IV-C). This becomes
obvious when looking to the pilot scrambling matrix for
a single-tap channel including root raised cosine filtering as
displayed in Fig. 4.

The upper half of K shows large real entries on the main
diagonal related to κ with argument 0, whereas the other
elements are dominated by the small scrambling correlation
coefficients with arguments different from 0. As expected,
the calculation of the channel impulse response fails at least
partly even if afterwards an averaging over all symbols of a
frame is performed. This is shown in Fig. 5a for an AWGN
channel with raised cosine filter.

The channel coefficients (at sampling positions) are finally
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given by



h1(0)

h2(0)

...
h1(M)

h2(M)


= K−1

single,l0



ρl0(0)

...
ρl0(M)

...
ρl0(2M + 1)


. (11)

B. Averaging Pilot Scrambling Matrix

The inaccuracy of the channel impulse response calculated
for a single symbol is caused by K being badly conditioned.
This can be improved by averaging both K → 〈K〉 and
ρ→ 〈ρ〉. Although the general shape of the pilot scrambling
matrix is preserved by this operation the conditioning is now
about 10 orders of magnitude better and 〈K〉frame becomes
invertible. For an AWGN channel with raised cosine filter
it provides a perfectly estimated channel impulse response,
see Fig. 5b.

C. Twin Symbol Channel Estimation

The averaging procedure discussed in Section IV-B as-
sumes that K and ρ are statistically independent and the
averaging therefore factorizes and can be executed inde-
pendently. Inversion is then executed with the averaged
pilot scrambling matrix. The shown result implies that this
assumption is correct at least for a single tap channel
including root raised cosine filter.

There is, however, an alternative approach, which does
not need the above restriction: Both pilot scrambling matrix
and de-spread received signal vector are constructed using
two symbols with different pilot sequences,

ρl0(0)

...
ρl0(M)

ρl1(0)

...
ρl1(M)


= Ktwin,l0,1



h1(0)

h2(0)

...

...
h1(M)

h2(M)


, (12)

where the pilot scrambling matrix Ktwin now is defined as

Ktwin,l0,1 = (13)

κl0,1(0) κl0,2(0) ... κl0,1(−M) κl0,2(−M)

...
...

. . .
...

...
κl0,1(M) κl0,2(M) ... κl0,1(0) κl0,2(0)

κl1,1(0) κl1,2(0) ... κl1,1(−M) κl1,2(−M)

...
...

. . .
...

...
κl1,1(M) κl1,2(M) ... κl1,1(0) κl1,2(0)


.

In the following, these symbols will be called twin
symbols if the two symbols are adjacent. The channel
coefficients are then given by

h1(0)

h2(0)

...

...
h1(M)

h2(M)


= K−1

twin,l0,1



ρl0(0)

...
ρl0(M)

ρl1(0)

...
ρl1(M)


. (14)

Now, all rows and columns of the pilot scrambling matrix
contain (at least) one main element as displayed in Fig. 6.
The real part shows two bars, one completely in the lower
half volume, the other in both half volumes. Whereas the
former belongs to equal pilot symbols for both channels,
the latter results from symbols of the second pilot being
inverse to the ones of the first pilot.

The AWGN channel impulse response including raised
cosine filter calculated from the twin pilot correlation matrix
again matches perfectly with the ideal channel impulse
response, not only when averaged over all symbols of a
frame (see Fig. 7), but also for each twin symbol. This means
that no averaging is required in the absence of noise.

V. LINK LEVEL SIMULATIONS

In order to demonstrate the benefit of the scrambling-exact
channel estimation we executed link level simulations for
a single UE moving with 3km/h and assuming a channel
of type Pedestrian A as it is defined, e.g., in [19], table
1.2.2.2, Channel A. Two data streams were transmitted
in MIMO mode and for both the modulation and coding
scheme corresponding to entry 10 in the CQI mapping table
K [12] was used. The transmitting antennas were assumed to
be mounted crosswise diagonal (X), the receiving antennas
crosswise perpendicular vertical and horizontal (+) and
crosstalk between the polarization directions was allowed.
The basic model is displayed in Fig. 8.

The general relation between signals si, i ∈ {1, 2} sent
from antenna i and the signal rk received at antenna k is
then given by

rk =
(

cos θk sin θk
)( hHk

√
1−κ2

HV hV kκV H

hHkκHV hV k

√
1−κ2

V H

)
(

cosφ − sinφ

sinφ cosφ

)(
s1

s2

)
, (15)

with φ = π/4 for X-mounted transmitting antennas and
θ = {π/2, 0} for receiving antennas with + configuration.
The parameters κHV and κV H take into account crosstalk
from horizontal to vertical and from vertical to horizontal
polarization direction [20], respectively. Besides crosstalk
the channels were assumed to be uncorrelated.
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(a) (b)

Figure 6. Real (a) and imaginary (b) part of Pilot scrambling matrix Ktwin for one twin symbol.

(a) (b)

Figure 7. Twin Channel Impulse Response averaged over all symbols, compared with conventional correlation result and ideal case.

The block error rate (BLER) for each data stream was
determined as a function of SNR. As measure for per-
formance serve the SNRs for a working point (WP) at
10% BLER. The simulator operated on sub-chip level with
oversampling factor NOSF = 2, and also raised cosine filtering
was included.

To demonstrate the enhanced impact of channel estimation
errors in case of cancelling inter-stream interference, Fig. 9
shows simulation results with channel estimation via the cor-
relation approach (denoted with corr) and with scrambling-
exact (twin) channel estimation for both interference cancel-
lation (IC) switched on and off. The respective SNR of the
working points measured in dB is given listed in the legend.

Regarding the results for the first, stronger data stream
displayed with solid lines it can be seen that interference
cancellation has practically no impact on the performance,
the SNR difference of the working point is 0.1dB, whereas

scrambling exact channel estimation gains about 1.5dB.
Without interference cancellation, the situation is similar
also for the second, weaker data stream: The benefit of
scrambling-exact channel estimation for the working point
is about 1.5dB, but a really huge gain is achieved if
interference cancellation and scrambling-exact channel es-
timation are combined: In this case, the working point is
shifted overall by more than 5dB. This result confirms the
expectation of Section II where we explained the increased
impact of errors in channel estimation when the contribution
of the correctly decoded data stream is removed from the
incoming signal.

VI. RUNTIME-EFFICIENT IMPLEMENTATION

From the explanation in Section III it is clear that a
scrambling-exact channel estimation has to be paid with
increased implementation and runtime effort. Instead of
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Figure 8. Channel model including crosstalk between horizontal and
vertical polarized beams.

Figure 9. Link level simulation results with simple correlation and
scrambling-exact channel estimation with and without interference cancel-
lation.

solving (5) in the correlative limit,

ρl0(d) = h1(d) + h2(d), (16)

the elements κ of the pilot scrambling matrix K defined in
(4) have to be calculated and the received signal convoluted
with the scrambling vector to be divided by K.

Fortunately, the pilot symbols s are fix and the scrambling
code elements c are constant at least within a cell. This
allows executing the more expensive part, the calculation
of the matrix elements, in an initialisation phase during the
handover. Please note that the pilot scrambling matrix is
required only for decoding the HSDPA payload, not for the
control channels as the latter are not transmitted in MIMO
but in legacy SISO mode even if MIMO is active for the
respective UE.

The cheaper part is the division by K, a matrix of size
2(M+1)×2(M+1), which has to be executed permanently,

s -
spreading

scrambling

channel
⊕

equalizer
≈ 1

-
de-spreading

de-scrambling
r

Figure 10. Spreading and de-spreading chain for transmitted data.

i.e., during each update of the channel estimation as it is ap-
plied to the varying received pilot signal. As the dimensions
of K are comparable to the size of the LMMSE equalizer
matrix, which also contains matrix division and several
matrix multiplications, the equalization procedure can be
regarded as upper boundary for estimating the runtime effort
of this operation.

In principle it is possible to calculate the inverse of K in
advance, too, but this brings only minor benefit as matrix
division and matrix multiplication are of similar complexity
for good conditioned matrix inversion. Even more important
is, however, the fact that the scrambling sequence c has
a length of 38400 [17] (number of chips in one frame)
and the inverse of all potential excerpts of it have to be
prepared if they shall be pre-calculated. Even if one restricts
to solving the channel estimation equation always within the
twin symbol boundaries, which have a length of 512 chips,
75 different matrices would have to be stored.

In the calculation of the matrix elements κ of (4) two types
of arguments occur, namely the summation index l and the
shifted index (l + d − k)/NOSF. Including the raised cosine
filter in the channel impulse response leaves the upsampled
but not yet filtered signal for s, which is non-zero only for
integer arguments, reducing thus the number of elements
contributing to the sum to M + 1. The elements of κ hence
are non-zero only on chip-level,

κl0,j(k) =

NSF∑
l=l0+1

c†(l)c(l + k)sj(l + k)

=

NSF∑
l=l0+1

c†(l)σj(l + k),

σj(i) ≡ c(i)sj(i). (17)

Now, the elements for the required sequence of the
channel impulse response including the raised cosine filter,
k ∈ −M . . .M , can be calculated within one loop by just
circular shifting the index of σ by one step to the right with
increasing k. The matrix K is then constructed by cutting
out line-wise the required part of κ.

VII. SCRAMBLING IMPACT ON DATA DETECTION

The elaboration in the previous sections has shown the
significant impact of scrambling on channel estimation and
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hence rises the question how quasi-orthogonality of scram-
bling affects data detection. To discuss this in more detail we
will start with the data at the equalizer output and assume
that the data streams are well separated and the transmitted
signal before upsampling is re-constructed. We can then
restrict the discussion to the process chain as displayed in
Fig. 10.

This operation chain can formally be written as

r(l) =

NSF−1∑
k=0

c†(l + k)c(l + k)s(l + k). (18)

From (18) we see that de-scrambling the data only makes
use of the normality but not of the quasi-orthogonal property
of scrambling as only coefficients c at the same time
index l + k occur. De-scrambling the data is therefore not
affected by the deviation of scrambling sequences from
orthogonality. Of course quasi-orthogonality is required also
for data detection in order to remove interference from
other cells but this cannot be included correctly here as
otherwise both scrambling sequences and signal strengths of
all potential interferers would have to be known. In contrast
to the two pilot signals, interfering signals propagate along
different physical channels, which are especially different
from the channel relevant for both data and pilot signals
of the UE of interest. Therefore, it can be expected that
superposition of different interferers and equalisation with
channel coefficients not matching these physical channels
the interfering signals propagate through will lead to a
further whitening of these contributions so that no systematic
error persists the interfering signals from other cells.

VIII. CONCLUSION

The usual procedure for estimating the radio channels
discards the small non-orthogonality of the autocorrelation
function of the pseudorandom scrambling sequence. As long
as only one pilot signal is transmitted this effect is negligible
as the error is more or less proportional to the strength of the
received pilot signal at the respective chip position. Delayed
multi-path taps bearing no pilot signal for the respective chip
are not affected at all.

The usage of multiple transmitting antennas, e.g., in
STTD or MIMO systems, allows to benefit from spatial and
polarization diversity, which however requires to measure all
physical channels from each transmitting to each receiving
antenna. This is possible only if different pilot patterns (or
different linear combinations of them generated by different
pre-coding) are sent from the different transmitting anten-
nas. Ignoring deviation from orthogonality then causes that
energy scattered by scrambling out of a certain pilot pattern
will appear in another pilot pattern. This contribution is no
more proportional to the signal strength of the respective
pilot signal at the regarded chip. Also taps in fact containing
no pilot signal from the investigated chip position will

experience a signal contribution causing a huge relative
error.

It has to be emphasized that this error is present even in
case of pilot channels being fully separated, e.g., by cross
polarized wave fronts with each front bearing exactly one
pilot and receiving antennas oriented along the polarization
directions, as long as this fact is not known a priori on
receiving side: The estimator has to assume that signals
of both pilots are present at each receiving antenna and
hence misinterprets fractions scattered from the ’real’ pilot
by scrambling as contributions of the other pilot. Merely
a single pilot being present combined with the knowledge
about this fact on receiving side avoids this complication.

Due to the importance of channel estimation for reaching
high data rates, there are published many proposals for
improving the basic correlation approach, e.g., by filtering
the primary channel estimates [4], cancelling inter-antenna
interference [5] or extending the RAKE correlation approach
to a LMMSE one [3] and thus taking into account all kinds
of interference. All of these suggestions can basically be
extended by scrambling-exact dealing the pilot patterns as
proposed in [1] even if we have investigated here only the
simple RAKE correlation approach, including appropriate
filtering as described in [4], in the simulator.

Although the scrambling induced error does not occur in
data detection itself and is negligible in channel estimation
in many cases, high data rates in combination with MIMO
and transmission of two data streams require more accurate
channel estimation. This can be reached by taking into
account the scrambling sequence exactly in the channel esti-
mation algorithm. As in the correlation case, two symbols (in
case of two pilot signals) with different pilot code elements
are required to resolve the channels from both transmitting
antennas. Therefore, a twin symbol pilot scrambling matrix
is introduced with its inverse applied to the received signal
providing the channel impulse response.

The numerical effort of this approach is for sure higher
than the conventional correlation method. This effort how-
ever can at least partly be shifted to an initialization phase
because the pilot scrambling matrix only depends on the
scrambling sequence, the pilot patterns and the maximum
length of the channel but not on any quantities varying
with time. The complexity of an efficient implementation
is then comparable to the one of an LMMSE equalizer.
Mainly the second (weaker) data stream benefits from this
improved channel estimation if cancellation of inter-stream
interference is applied. In link level simulation it was shown
that its working point as function of SNR can be improved
by more than 5dB for 10% block error rate.

Currently it is discussed in 3GPP to extend MIMO to 4
data streams to be sent in parallel (see, e.g., [11]). As this
requires 4 pilot signals to be transmitted an even stronger
mutual distortion impact of pilot signals due to scrambling
can be expected. Although it is far from being clear how the
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pilot scheme will be extended, scrambling induced deviation
from orthogonality has to be included in the course of its
definition.
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Abstract- Radiation pattern characteristics of reconfigurable 

asymmetry slotted ultra wideband antenna with multiple 

band-notched is presented. The proposed antenna is planar 

monopole, consisting of a microstrip feed line and modified L 

and U slots with a pentagonal patch on the front side and half 

ground plane is on the back side of the board. The 

measurements were conducted by using Radio Frequency 

measurement and instrumentation facilities, software tools 

available at the Wireless Communication Center in Universiti 

Teknologi Malaysia. The modified antennas are designed for 

having reconfigurable frequency notched at Fixed Wireless 

Access, High Performance Local Area Network, and Wireless 

Local Area Network. A good agreement is achieved between 

simulated and measured Voltage Standing Wave Ratio results. 

The measured result is approximately less than 2.2 over 3 GHz 

to 10 GHz. It was also observed that the measured radiation 

patterns, H-planes, are omnidirectional with a slight gain 

decreased at boresight direction for measuring frequencies. 

There are also more ripples occurred in the measured pattern 

compared with the simulated one. Comparison measured 

radiation patterns between asymmetry slotted antenna with 

and without notch band characteristic have been done. 

Multiple reflections, rotator alignment, probe rotary joint and 

room scattering are found as primary sources of errors that 

cause degradation in measured radiation patterns. Current 

distribution characteristic of the antenna is also reviewed. 

Keywords- reconfigurable antenna, slotted antenna, 

radiation pattern,  ultra wideband, band-notched antenna.  

I. INTRODUCTION  

Reconfigurable antenna is defined as the antenna 
capability to reconfigure several parameters such as 
operating frequencies, impedance bandwidth, polarizations, 
and radiation patterns to fulfill operating requirements. The 
development of this antenna posses significant challenges to 
both antenna and system designers. The challenges lie not 
only in obtaining the desired level of antenna functionality 
but also in integrating this functionality into complete 
systems to arrive at efficient and cost effective solution.  

This section reviews the concept of reconfigurable 
antennas that reuse their entire geometry for band-notched 
frequency Applications. Paper [1] is taken as a reference 
paper for this extension works. The concept is that each 
operating band resonates on the portion of the entire antenna 
geometry, therefore there is almost no extra size required to 

create multiband characteristics. A frequency shift can be 
achieved by connecting or disconnecting one or more 
antenna elements. Every configuration of an antenna will 
have a different resonating frequency and different radiation 
pattern. An antenna has to be designed with the objective 
that it should exhibit banding-notched behaviour and has to 
be compact. Various techniques used have been reported in 
literature [1][2][3][4][5][6][7][8][9][10][11][12][13][14][15].  

In [2], there are two varieties of slotted antennas which 
have a frequency notched reported, a triangular notch and 
elliptical notch. Both antennas have frequency notch 
characteristics where the arc length of slots form a half 
wavelength resonance structure of particular frequencies, 
thus a destructive interference takes place causing the 
antennas to be non-responsive at that frequency. Other types 
of this kind antenna was reported in [5], a band-notched 
UWB (ultra wideband) antenna using a slot-type SRR (split 
ring resonator) was found very effective in rejecting 
unwanted frequency, such as that for WLAN (Wireless Local 
Area Network) service, in terms of its selectivity and small 
dimension. The SRR is composed of two concentric split 
ring slots and proposed for band stop application, since it 
provides a high Q characteristic. The slotted SRR was 
positioned near the feeding point to provide more coupling 
with the field. A multiple band-notched planar monopole 
antenna using multiple U-shape slots for multi band wireless 
system was also presented in [6]. The half wavelength U-
shape slots were symmetrically inserted in the center of the 
planar element. In order to generate the two bands-notched 
characteristics, three U-shape slots were proposed.  

The notch bands were also obtained by inserting an L-
shaped slot in the ground plane [13]. The proposed antenna 
was fed by CPW (coplanar waveguide). By altering the 
length of the L-shaped slot, it can easily adjust the notched 
frequency. The similar techniques were also proposed in 
[14], the reject frequency was obtained by cutting a 
rectangular slot in the CPW ground which reduces the 
potential interference between UWB systems and the narrow 
systems. Thus, it is found that the use of slots for a patch or 
ground plane significantly provide band-notched 
characteristics. 

An alternative antenna design without using the slot to 
obtain band-notched characteristic was proposed in [7]. The 
antenna consists of two same size monopoles and a small 
strip bar at the center showing the band rejection 
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performance in the desired frequency bands. The use of strip 
bar leads to high impedance at the notch frequency. The total 
length of strip bar from the ground plane is equal to a 
quarter-wavelength at the notch frequency. 

In this paper, novel reconfigurable UWB antennas are 
designed by adopting the half wavelength slot structure 
technique. This technique has been found and proven in 
[2][5][6][13][14] as a very effective technique in providing 
band-notched characteristics. This paper mainly focuses on 
the reconfigurable notch band through the introduction of 
new slots, L and U slots, on the pentagonal patch antenna. 
This asymmetry couple slot, L and U, creates a  new novelty 
slot design. Most published papers use a uniform and 
symmetry slot structure for their antenna design. In this 
paper, it is shown that the asymmetry slots can be designed 
to form band-notched characteristics with comparable results 
to others. This slot structure chosen is mostly influenced by 
current distribution surrounding the antenna patch.  

Section II will discuss the antenna geometry and its 
current distribution characteristics. The techniques to design 
new reconfigurable slotted antennas having band-notched 
frequencies are also presented. The band-notched operation 
is achieved by incorporating some small gaps instead of pin 
diodes into the slot antenna. The term of small gaps in this 
paper will refer to switches. The switches are used to short 
the slot in pre-selected positions along the circumference. 
The length of the slot antenna can be lengthened or shorted 
by closing or opening the switches, allowing for a change in 
the notched frequency. Then the performances of 
reconfigurable antennas, in terms of the VSWR (voltage 
standing wave ratio) and radiation patterns, will be discussed 
and evaluated in Section III. Comparison measured radiation 
patterns between slotted antenna with and without band-
notched characteristic is also discussed. Errors in measured 
radiation patterns are further analyzed and presented. Finally, 
a conclusion will be given in Section IV. 

II. ANTENNA DESIGN 

Fig. 1 shows the proposed antenna structure printed on 
the FR4 substrate of εr = 4.6. The pentagonal antenna is 
vertically installed above a ground plane (lgrd) of 11 mm. The 
optimum feed gap (h) to the ground plane is found to be 1.5 
mm. The dimension of substrate is chosen to be 30 x 30 mm

2
 

(Wsub x Lsub) in this study. The antenna has a pentagonal 
patch with a width (w) of 15 mm and a length (l) of 12 mm. 
This shape is as a variety of rectangular shape with bevel 
techniques. This antenna geometry is similar to the antenna 
geometry presented in [1].  

The slots proposed on patch effectively change its 
electrical length over a very wide bandwidth. Slot 
dimensions of the proposed antenna are listed in Table 1. 
The slot width is 0.5 mm in order to improve the bandwidth 
above 10 GHz. Asymmetry slot design, L and U, on this 
proposed antenna results novelty structure of the slotted 
UWB antenna, this is as one of contribution in this paper. 

 
 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

A. Current Distribution Characteristics 

The geometry of the antenna implies the current courses 
and makes it possible to identify the active zone in the 
antenna. Active zone is the matching and radiator zone. 
Acting on matching and radiating areas allows controlling 
the bandwidth [12].  

The couple slots, L and U, are designed very carefully 
by studying the current flow distribution which will give 
input impedance improvement. The study of the current 
distribution for bandwidth enhancement has been conducted 
in [16]. The current flows on a planar monopole antenna 
reveals that it is mostly concentrated in the vertical and 
horizontal edges as shown in Fig. 2(a). The current 
distribution on patch surface is disturbed by the introduction 
of new slots, L and U, as presented in Fig. 2(b). 

It is observed that the horizontal current distributions are 
focused on the bottom edge of pentagonal patch. The 
discontinuity occurred from beveling at the bottom side of 
the patch and has enforced the excitation of vertical current 
mode in the structure, which presents a very wide 
bandwidth. 
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Figure 1. Geometry of L and U slotted antenna 

TABLE I. DIMENSION OF L AND U SLOT 
 

Description 
L and U Slots 

Symbol Size [mm] 

Slot length 

Is1 6 

Is2 9 

Is3 3 

Is4 6.5 
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From Fig. 2(b), the current distribution is less of the area 

between both slots. However, these slots have resulted more 
vertical currents flowing to the patch. The U slot is designed 
to improve the upper dip resonance and the L slot improves 
the lower dip resonance. Individual L and U slot current 
distribution with their simulated results was reviewed in 
[17]. The coupling both slots has shown a good return loss 
with respect to -10 dB over UWB frequency range as 
presented in Fig. 3(a).  

B. Simulated and Measured Return Loss 

The simulated and measured return loss is presented in 
Fig. 3(a). The measured return loss is slightly shifted to the 
simulated one, but they still cover 2.5 GHz to 10.1 GHz as 
what the UWB required. The length of L slot is 14.5 mm 
approximately equal to 0.25λ at 5.3 GHz, and the length of 
U slot is 11.5 mm approximately equal to 0.4λ at 10.3 GHz. 

It is also observed that the width of slots chosen affect to 
the return loss of dip resonance especially at an upper 
frequency as shown in Fig. 3(b). The width of 0.5 mm 
results -28 dB of return loss at 10.3 GHz. 
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Figure 3. Simulated and measured return loss 
 

This measurement was done by using a 50-Ω SMA 
connector which is soldered at the bottom edge of microstrip 
line and connected to the network analyzer by an RF (Radio 
Frequency) cable. The RF cable significantly affects the 
performance of the AUT (antenna under test). However, 
some differences in the simulated and measured results are 
expected, since in the simulation model the mismatch due to 
the adapter and connector used are not taken into 
consideration. In reality the coaxial cable has a considerable 
effect, especially the length of its inner conductor, which is 
connected to the input of the antenna, creating an additional 
inductance. In addition, since the antenna is fed by a 
microstrip line, misalignment can result because etching is 
required on both sides of the dielectric substrate. The 
alignment error results degradation to the antenna 
performance.  
 

 

 

 
             (a) 

 

     
                                           (b)     

 

Figure 2. Current distribution characteristics 
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C. Reconfigurable Techniques 

As mentioned in Section 1, the half wavelength slot 
structure technique is used in designing the proposed UWB 
slotted antenna. The main purpose here is how to design the 
reconfigurable UWB slotted antenna without major 
modification from the previous antenna design presented in 
[16][17]. The unique of this proposed reconfigurable UWB 
antenna is the antenna has additional ability in rejecting the 
FWA (Fixed Wireless Access) band, whereas most existing 
papers focusing in rejecting WLAN and HIPERLAN (High 
Performance Local Area Network) bands. Licensed band at 
FWA for point to multipoint radio systems assigned by 
MCMC (Malaysian Communications and Multimedia 
Commissions) for 3.4 to 3.7 GHz is considered giving 
potential interference to UWB application. This is due to the 
allocation frequency for this FWA within the UWB range. 
Therefore, recently the consideration of UWB antennas is 
not only focused on an extremely wide frequency bandwidth, 
but on the ability of rejecting the interference from WLAN 
11.a (5725–5825 MHz) and HIPERLAN (5150–5350 MHz) 
within the same propagation environment. Thus, the 
proposed notched antenna is not only designed to reject 
interference from WLAN, HIPERLAN but also from FWA. 

The basic geometry of L and U slotted antenna will be 
taken as a reference to form a new modified L and U 
reconfigurable slotted antennas. There are maximum six 
switches used to provide the reconfigurable function. No 
especial matching network is used and the matching 
properties are solely determined by the placement of the 
switches.. The number of switches used and their placement 
are based on the notched band required. The on-off switches 
will determine the total slot length at a certain notched band. 
With the notched band characteristic, the antenna allows to 
reconfigurable its frequency that only responds to other 
frequencies beyond the rejection bands within the UWB 
bandwidth. However, the dimensions of the antenna and 
substrate are kept equal to the original model.  

For the simulation purposed, the switches are considered 
as ideal switches and are modeled as small patches that 
connect or disconnect the adjacent slot, changing the 
antenna’s slot length. 

In Fig. 4, the switches have different colors for on and 
off state condition. Blue color represents the on state 
condition and red color for the off state condition. In order 
to provide the UWB characteristic, the switches are placed 
as shown in Fig. 4(a).  Three switches of #2, #3, and #4 are 
in the off state position. Other switches of #1, #5, and #6 are 
in the on state condition. When the switches are in the off 
state condition, the gap between slots occurs and the current 
flowing to the gap. When the switches are in the on state 
condition, there is no current flowing to the slots. Thus it 
forms continuous slots. The switches of #2 and #3 are 
incorporated to the first additional slot (Is20) which is 3.5 
mm of slot length. The switch of #4 is attached to the 
second additional slot (Is21) which is 2.5 mm of slot length. 
The two additional slot lengths, Is20 and Is21, are very 
critically determined by the frequency notched band 
characteristics. 
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Figure 4. Switching configuration for L and U slotted antennas: (a) without 

notched, (b) notched at FWA, (c) notched at HIPERLAN, (d) notched at 
WLAN 

To accommodate the notch frequency at FWA band, the 
length of U slot is lengthened than the previous model. Thus, 
six switches are used and placed systematically. The 
frequency notched characteristic antenna at FWA is shown 
in Fig. 4(b). All switches are in the on state position 
(continuous slot). Total slot lengths are 32 mm or 
approximately equal to 0.4λ at 3.7 GHz. The total slot 
lengths mean the sum of slot lengths of L, U and additional 
slots. Fig. 4(c) and Fig. 4(d) present the frequency notched 
characteristic antenna at HIPERLAN and WLAN, 
respectively. To reject interference from HIPERLAN, the 
switches of #1, #4, and #6 are in the off state position while 
switches of #2, #3, and #5 are in the on state position. It is 
investigated that by inserting those switches in the off state 
condition broke the connection between slots. This break 
connection has reduced the slot length to be 20.75 mm or 
approximately equal to 0.33λ at 5.2 GHz. Thus, the antenna 
has a frequency notched at HIPERLAN. The total slot length 
is measured by the length of connecting slots.  

The configuration of switches in Fig. 4(d) have resulted 
an antenna with frequency notched at WLAN. It is shown 
that the switch of #5 is set in the off state position in order to 
reduce the slot length, while the switch of #6 is set in the on 
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state position. This is the only difference while comparing to 
the HIPERLAN configuration. Total slot lengths are 18 mm 
or approximately equal to 0.33λ at 5.75 GHz and measured 
by the length of connecting slots. 

For prototype development, the gaps are created in the 
UWB antenna pattern, which are represented as switches. 
The dimensions of switches used in these prototypes are      
0.7 mm× 1 mm. Although this model is ideal, it gives a good 
approximation for the commercial pin diode switches. The 
photograph of the antenna prototype that has a band-notched 
at FWA is shown in Fig. 5.  

III. EXPERIMENTAL VERIFICATION 

Fig. 6 shows the simulated and measured VSWR for 
reconfigurable modified L and U slotted antennas. By 
varying the slot lengths and break the connection between 
slots using switches, the proposed frequency notched is 
achieved.  

The simulated results show the FWA notched band 
obtained from 3.57 GHz to 3.86 GHz with the total slot 
length of 32 mm at 3.7 GHz, which is the center frequency. 
While the HIPERLAN and WLAN notched bands are from 
4.84 GHz to 5.33 GHz and 5.53 GHz to 6.02 GHz, 
respectively. It is noted that beyond the frequency notched 
bands, the VSWR is kept to be less than 2. 

The measured VSWR is approximately less than 2.2 
over 3 GHz to 10 GHz, except for the antenna with band-
notched at HIPERLAN band. The VSWR beyond 9.5 GHz 
is getting worse. For band-notched at FWA, the rejection is 
in the range of 3.76 GHz to 4.25 GHz, and the rejection of 
HIPERLAN is 5.23 GHz to 5.53 GHz. The antenna with 
band-notched at WLAN band has the rejection in the range 
of 5.72 GHz to 6.1 GHz. Even though the band-notched 
slightly shifted from the required bands, but it still covers 
the rejection bandwidth.  

 

 
 

Figure 5. Photograph of FWA notch band antenna 
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Figure 6. Simulated and measured VSWR for reconfigurable modified L 

and U slotted antennas 
 

A. Spherical Near-Field Testing 

Once the resonance frequencies were identified, 
principal radiation patterns were taken to characterize the 
operational performance of each antenna. These 
measurements were obtained using the indoor anechoic 
chamber room. For these measurements, the chamber was 
arranged as shown in Fig. 7. 

From Fig. 7, it shows the measurement setup for both 
antenna and probe which were mounted to the vertical 
positioned-holders. The probes available at the chamber are 
in the frequency ranges of 3.95 – 5.85 GHz and 8.95 – 12 
GHz, respectively. 

The existing chamber employed the spherical near-field 
measurement. By definition, near-field tests are done by 
sampling the field very close to the antenna on a known 
surface. From the phase and amplitude data collected, the 
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far-field pattern must be computed in much the same 
fashion that theoretical patterns are computed from 
theoretical field distributions. The transformation used in 
the computation depends on the shape of the surface over 
which the measurements are taken with the scanning probe 
[18]. 

This spherical system acquired a double data set on the 
AUT. The ‘360phi’ data set is taken with full 360

o
 phi 

rotation of the AUT, but with only 0
o
 – 180

o
 motion in theta. 

In this mode, the AUT’s Z axis will only be looking at one 
side of the chamber during the measurement [19]. The AUT 
was swept every 2

o
 increment in the azimuth plane in order 

to reduce the aliasing errors. Data point spacing aliasing 
errors will occur for spherical near-field measurements if 
the data point spacing is not small enough to sample the 
highest spatial frequency components in the measured data 
[19]. 

The radiation patterns were measured at 4 GHz and 5.8 
GHz. The measured radiation patterns were plotted into H 
(horizontal) and V (vertical) cuts. The H-cut is cut for the 
azimuth plane with the fixed elevation angle at 0

0
 and vary 

the azimuth angle. The V-cut is cut for the elevation plane 
with a fixed azimuth angle at 0

0
 and vary the elevation 

angle. 
 

 
(a) 

 

 
(b) 

Figure 7. The radiation pattern measurement setup inside the anechoic 

chamber room 

B. Radiation Pattern Measurement 

Radiation pattern's measurements have been done for 
both proposed antennas with and without band-notched 
characteristic. Fig. 8 and Fig. 9 show the radiation pattern 
results at 4 GHz and 5.8 GHz for antenna without band-
notched characteristic, respectively. 
 

 
(a) 

 
(b) 

 
Figure 8. Simulated and measured E and H-planes for the slotted antenna at 

4 GHz (without notched band) 

 
All radiation patterns were measured and examined for 

both E and H-planes. They show acceptable results where 
the overall H-planes for both frequencies providing 
omnidirectional patterns. But, the more ripples occur in the 
measured E-planes radiation pattern. This is due to some 
errors during the measurement process. 
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(a) 

 

 
(b) 

 
Figure 9. Simulated and measured E and H-planes for the slotted antenna at 

5.8 GHz (without notched band) 

 
Measured and simulated radiation patterns of 

reconfigurable antennas with band-notched characteristic 
are plotted in Fig. 10 to Fig. 15. Comparison radiation 
patterns for both proposed antennas have been done. From 
the results obtained, all H-plane patterns show nearly similar 
patterns, omnidirectional, for all measured frequencies. But, 
the E-plane patterns show the variation patterns for each 
frequency.  

Fig. 10 and Fig. 11 show the radiation patterns of 
antenna notched at FWA for 4 GHz and 5.8 GHz, 
respectively. From both figures, there are slightly back-
lobes present for the E-planes. Both H-planes are 
omnidirectional with a slight gain decreased at boresight 
direction. The H-planes patterns retain a satisfactory omni-
directionality (less than 10 dB gain variation in most 
directions) over the entire bandwidth in both simulation and 
experimental. 

 

 
(a) 

 

 
(b) 

 

Figure 10. Simulated and measured E and H-planes at 4 GHz for antenna 

notched at FWA 

The E-plane pattern is the radiation pattern measured in 
a plane containing feed, and the H-plane pattern is the 
radiation pattern in a plane orthogonal to the E-plane. 

The results show that the radiation patterns are changing 
as the frequency increases. The patterns resulted from the 
measurements have many ripples in amplitude due to many 
reflections into the field between the AUT and probe. The 
reflections may come from the room (floor and ceiling), 
chamber scattering, antenna holder itself and track inside the 
anechoic chamber. It is shown in previous Fig. 7, the 
antenna size is very small compared to its huge holder, and 
also the floor and the track surrounding the antenna tower 
are not all covered by absorber.  
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(a) 

 

 
(b) 

Figure 11. Simulated and measured E and H-planes at 5.8 GHz for antenna 

notched at FWA 

 
Fig. 12 to Fig. 15 shows the radiation patterns for 

antenna notched at HIPERLAN and WLAN. The E and H-
planes are measured at 4 GHz and 5.8 GHz for both testing. 

It is observed that the measured E-planes for antenna 
notched at HIPERLAN broader than the measured E-planes 
for antenna notched at FWA. However, the patterns resulted 
from the measurement are still having many ripples in 
amplitude. Due to the track surrounding the antenna tower 
are not all covered by absorber, if moved sideways about 
half cycle the ripples occur and if moved vertically the 
ceiling and floor reflections are indicated. The most 
significant is probably from improper cable connectors 
allowing excitation of the outside surface [18]. Leakage will 
be added to the measured pattern as degradation. Both H-
planes are omnidirectional.  
 

 
(a) 

 

 
(b) 

 
Figure 12. Simulated and measured E and H-planes at 4 GHz for antenna 

notched at HIPERLAN 
 

The measured radiation patterns demonstrate that at the 
low end of the operating band,  the currents are well 
distributed over the patch antenna plate so the patterns are 
relatively broad. But at the high end of the operating band, 
the currents are concentrated near the slot, thus the fields 
radiate mainly through the slot. 
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                             (a)                   (b) 

 
Figure 13. Simulated and measured E and H-planes at 5.8 GHz for antenna notched at HIPERLAN 

 

  
     (a)      (b) 

Figure 14. Simulated and measured E and H-planes at 4 GHz for antenna notched at WLAN 

 

 
         (a)                  (b) 

Figure 15. Simulated and measured E and H-planes at 5.8 GHz for antenna notched at WLAN 
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C. Estimating Error Analysis in Radiation Pattern 

Measurement 

Since the measured radiation patterns obtained have 
many ripples and dips for the E-planes, the error analysis 
have been done to estimate the uncertainty and the caused of 
the error. The development of analysis and measurements to 
estimate the error during measurement in spherical near-field 
has been conducted in [19] [20]. 

During measurement process, several requirements are 
needed to take into consideration. It is observed that multiple 
reflections, rotator alignment, probe rotary joint and room 
scattering are shown as primary sources of errors that cause 
degradation in measured radiation pattern. Multiple 
reflections between AUT and probe produce the ripple in the 
measured data. The correction is difficult to do due to the 
need a series of near-field measurement at Z-positions 
separated by λ/8. The far-fields are then calculated for each 
and averaged [21]. In the case of multiple reflections and 
random errors, multiple measurements are required.  

Fig. 16 shows the example of the random errors 
presented during measurement. These measured patterns are 
from repeated measurement at 5.8 GHz for L and U slotted 
antenna. Some corrections on the AUT alignments have also 
been done. From the pattern comparison graphics show the 
random error occurs in amplitude and phase during multiple 
measurements. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
When the AUT is not precisely aligned to reference 

coordinate system, vector components or coordinate angles 
may change for some rotation. This correction can be done 
by realigning the AUT position. 

The rotator alignment for spherical is a special case of 
position errors. The orthogonally and intersection of the 
theta and phi axes and the coincidence of the phi and probe 

polarization axes can be checked by measuring and 
comparing near-field cuts at θ = 0 and 180 degrees. The 
misalignment can be corrected by adjustments of the 
mechanical system. However, the difference values still 
present at those near-field cuts of measured data. 

The probe rotary joints associated with the theta and phi 
rotators produce some amplitude and phase variations as it is 
moved and this is as a function of theta and phi. The error 
can be observed from the measured data by comparing the 
amplitudes and phases of the two components at (θ, φ) 
coordinates, (0, 0) and (0,180) [20]. At these points, the 
amplitude should be identical and the phases should be either 
identical or 180 degrees different. This error is more 
important at high frequencies where rotary joints may not be 
as accurate. From the measured data obtained, it is observed 
that the variations have presented in amplitudes and phases 
for those points of both proposed antennas. Thus, this error 
contributes to the uncertainty in far-field results. 

Both probe and room scattering can produce higher 
spatial frequencies in the data. The smaller data point 
spacing is needed to avoid the aliasing errors. The room 
scattering effect can be more severe when low gain AUT’s 
are being measured [20]. In this measurement, the 2

o
 data 

point spacing is used for scanner movement. Scattering from 
structures and absorber introduces an error that is difficult to 
estimate. This is because the procedure is demanding and 
time consuming. The AUT and probe must be translated 
together in a combination of X, Y and Z movements while 
maintaining precise angular alignment. The translations 
should be at least multiple wavelengths in dimension and the 
AUT must be realigned in the new position. Comparison of 
the patterns from the two locations provides an estimate of 
the room scattering but it is difficult to distinguish from 
alignment differences, probe/AUT multiple reflections and 
system drift [20]. 

It is concluded that obtaining true patterns depends 
primarily on accurately positioning the probe, accurately 
measuring the field, and eliminating distortions in the field 
introduced by the room, tracks, or probe. The room 
reflections must be lower than the basic side-lobes level and 
the probe must have low reflections. The probe position must 
be accurate to give better tolerance corresponding to the 
side-lobe level. In a spherical near-field range, the spherical 
measurement surface will be imperfect due to inaccuracies of 
the positioners and misalignment of these positioners [19]. 

IV. CONCLUSION 

Novel reconfigurable asymmetry slotted antennas with 
band-notched characteristic at FWA, HIPERLAN, and 
WLAN band have been successfully designed and 
developed. The measured VSWR less than 2.2 is achieved.   
The radiation pattern behaviour for both proposed antennas 
with and without band-notched characteristic has been 
examined. The omnidirectional patterns are obtained for all 
measured H-plane patterns at 4 GHz and 5.8 GHz for both 
antennas. The E-plane patterns show a unique pattern for 
each frequency. It tends to radiate broadly in all directions 
but more ripples occur due to some errors during the 

 
Figure 16. An example of results of random errors for L 

and U slotted antenna at 5.8 GHz 
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measurement process. Current distribution characteristic for 
the asymmetry slotted antenna is presented as well. It is 
shown that the introduction of asymmetry slots has 
disturbed the current flow on pentagonal patch. Six switches 
are attached to the antenna for reconfigurable purpose. By 
varying the slot length, the frequency notched antennas are 
performed at certain frequencies. Errors in measured 
radiation patterns are further analyzed. It is concluded that 
several requirements need to take into consideration during 
measurement process such as rotator alignment, room 
scattering and probe rotary joint. 
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Abstract—There are several different factors that affect the 

perceived quality of 3D content. Our objective in this paper is 

to investigate how the global and local change of brightness in 

a scene will affect the overall 3D visual perception. Our work 

contains two studies: 1) global change of brightness, which is 

achieved by setting different exposure times on the camera, 

and 2) local change of brightness, where the brightness of the 

background is consistent and the object’s brightness is 

changed using an external light source and/or a reflector disk. 

Subjective evaluations were performed, with the subjects being 

asked to rate the 3D perceptual quality of each sequence. The 

results of both studies demonstrate marginal difference in the 

brightness effects between 3D and 2D videos.  The latter study 

showed that the Weber contrast between objects of interest 

and background should be within the range of -0.35 to 0.55 to 
provide viewers with high quality 3D experience. 

Keywords-3D TV; brightness; quality of experience; 3D 

perception; contrast  

I.  INTRODUCTION 

Recently, 3D video has received increased attention 
among investors, researchers and technology developers. 
The introduction of 3D TV can only be a lasting success if 
the perceived image quality provides a significant step up 
from the conventional 2D television, while maintaining the 
same viewing comfort. The availability of high quality 3D 
content will also be a key factor to this success. Recoding 3D 
content – let alone high quality - is much more demanding 
and challenging than 2D video. In general, 3D content 
production needs different considerations and provisions 
beside the ones found in the conventional 2D video 
production to guarantee high quality of the produced content 
and the comfort of viewers. 

There are many factors and parameters that could affect 
the perceptual quality of 3D media. While the effects of 
different acquisition parameters on 3D perception have been 
studied before, their influence on the perceived quality has 
not been quantitatively assessed. More research and studies 
are required in order to improve our understanding of 
different factors that affect the viewers' perception of 3D 
video content. This knowledge will allow us to capture high 
quality 3D content that may help reduce or even eliminate 
the visual discomfort of the viewers and thus improve the 
overall quality of experience.  To this end, the study by 
Pourazad et al. (CONTENT 2011) quantitatively investigates 

the effect of contrast (local brightness-change) on the visual 
quality of 3D content [1]. Scene detail has also been noted to 
affect the visual comfort and quality of 3D content [1]. 
Goldmann et al. has addressed the effect that the distance 
between stereo cameras has on the perceptual quality of the 
captured videos [3]. The relation between the distance of the 
object(s) of interest from the camera and the quality of the 
perceived images when watched on different size displays 
has been investigated by Xu et al. [4].  

Content producers recognize contrast and brightness as 
some of the important factors in capturing 3D content and 
based on their practical experience they suggest using higher 
light settings for capturing 3D videos compared to 2D ones 
[5]. In physiological studies it has been found that there is a 
relationship between contrast and the human visual depth 
perception [6]. In this paper, we perform a systematic study 
on the effect of the global and local brightness-change on the 
visual quality of 3D content, and compare it to that of 2D. 
This study is the extension of our previous work on the effect 
of local brightness change (contrast) on 3D visual perception 
[1]. 

The objective of this study is two fold: first to provide 
guidelines for adjusting brightness levels during 3D 
capturing in order to offer the best 3D quality of experience; 
second to determine how these levels differ from the case of 
2D video and use this knowledge as a guideline for capturing 
3D content. In our study we investigate the effect of both 
global and local brightness-change on the perceptual quality 
of 3D content. We first examine the scenario where the 
brightness of the whole scene is altered (change of global 
brightness). Global brightness-change can be achieved by 
setting different exposure times on the camera. In the second 
part of our work only the brightness of the object(s) of 
interest is altered and the brightness of the rest of the scene 
stays relatively unchanged (change of local brightness). This 
can be achieved using a light source or reflector disks. Since 
there is no standardized set of 3D or 2D video clips that 
record the same (sufficiently similar) scene in different 
brightness/contrast levels, for both of these scenarios, we 
decided to capture outdoor and indoor scenes for our test.  
Note that synthetic videos are not practical in our study. 
Simply changing the brightness or contrast of a recorded 
video is a lossy process and the resulting videos may have 
unwanted artifacts, which will hamper the 3D perception. 
Once the test videos are captured we perform extensive 
subjective quality assessment experiments to quantify the 
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perceived quality of the 3D experience at different levels of 
global and local brightness. Understanding both of these 
scenarios will allow us to thoroughly identify criteria related 
to brightness for enhancing the viewers' 3D quality of 
experience.  

The rest of the paper is structured as follows: Section II 
describes the experimental setup and discusses the results of 
the global brightness-change experiment, Section III 
provides the details of our subjective evaluations for the 
local brightness-change case, and conclusions are drawn in 
Section IV. 

  

II. EXPERIMENT ONE –  GLOBAL CHANGE OF 

BRIGHTNESS 

In this section, we investigate the effect of global 
brightness on the perceptual quality of 3D content and 
compare it with that of 2D video. In this case, the captured 
brightness of the background and that of the object are 
changed simultaneously. The following subsections 
elaborate on the details of our experiment. 

A. Capturing Setup 

To capture test video sequences we use two identical full 
HD cameras (Sony HDR-XR500V 1080 60i NTSC) with 
baseline distance of 9cm. Fig. 1 shows the stereo camera 
setup used in our experiment. We used the same settings on 
both cameras, which were aligned in parallel and attached to 
a bar that was custom-made for this purpose. Subsequently, 
the bar was secured to a tripod. Since zoom lenses may differ 
[5], only the extreme ends of the zoom range were used to 
avoid any zoom correction post-processing. We set the 
cameras to manual mode with ISO equal to 100 and we 
disabled face-detection, and the backlight compensation 
mode. Note that the camera setup and configuration is more 
complex in the case of 3D video recording and stereoscopic 
geometry and camera calibration require special attention 
[7].  

In order to secure temporal synchronization of the two 
cameras, a single remote control was employed to activate 
both of them at the same time instance. The temporal 
synchronization of the video sequences is further confirmed 
in the post-processing phase. We checked the left and the 
right views of each captured video sequence on a frame-by-
frame basis and ensured that the two views are temporally 
aligned. Even though the cameras are carefully lined up, the 
recorded videos may require rectification to compensate for 
vertical, horizontal and rotational misalignments that can 
hamper the perceptual quality of 3D content.  

We set the exposure adjustment of the cameras on the 
manual mode and capture each scene using several different 
exposure levels. When recording each exposure level, to 
guarantee that brightness is the only varying parameter, we 
ensure that the scene relatively stays unchanged in terms of 
content, object motion and camera movement. This 
guarantees the consistency needed in our comparisons. The 
exposure levels are chosen between sufficiently bright to 
sufficiently dark levels; the number of steps varies depending 
on the brightness of the scene that is captured. Note that 
since our cameras do not provide a numerical value for the 
exposure setting, we divided the exposure range (under 
expose to over expose) to 6 equal steps for the indoor scenes 
and 8 equal steps for the outdoor scenes by counting the 
number of steps on the camera. As expected, outdoor scenes 
captured during the daytime allow for a wider range of 
exposures. 

B. Subjective Evaluation 

The subjective evaluation was performed to investigate 
the effect of picture brightness on 3D visual perception and 
then compare it to that of 2D videos.  For this experiment, 
six stereoscopic test sequences were used (two outdoor and 
four indoor). Fig. 2 shows snapshots of our test sequences. 
Indoor scenes were captured at six different levels of camera 
exposures (very dark to very bright), and Fig. 3 shows an 
example of a scene captured with different brightness levels. 
Since outdoor scenes allow a wider range of brightness, the 
number of exposure levels for the outdoor sequences was 
increased to eight. In both cases, outdoor and indoor, each 
sequence is approximately 10 seconds long. 

The viewing conditions were set according to the ITU-R 
Recommendation BT.500-11 [8]. Eighteen observers 
participated in our subjective tests: six females and twelve 
males, ranging from 23 to 63 years old. All subjects have 
none to marginal 3D image and video viewing experience. A 
65” Full HD 3D display (©Panasonic, Plasma. TC-
P65VT25) was used in our experiment. The TV settings 
were as follows: brightness: 80, contrast: 80, color: 50, R: 
70, G: 45, B: 30. 

At the beginning of the experiment a training section was 
provided: the “Running” test sequence was played starting 
from a very bright exposure to a very dark exposure to help 
viewers become familiar with the test process and show them 
the expected range quality-change. Note that “Running” was 
excluded from the subsequent testing process. 

Our tests included two steps: rating the perceptual quality 
of 3D content in different exposure levels and grading the 

 

 

Figure 1. Stereo camera setup consisting of two identical HD 

camcorders. 
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Figure 2. Snapshots of captured video scenes for the first experiment. 

 

quality of the same content in 2D format. In order to 
maintain similar brightness conditions for both cases (3D 
and 2D), the left view of the captured video sequences was 
chosen and displayed to both eyes in the 2D case and the 
viewers were asked to use the glasses while watching the 2D 
video sequences. In our tests, subjects were aware if they 
were watching 2D or 3D videos. Both 2D and 3D subjective 
tests were conducted at the same time and the same room. 

The single stimulus continuous quality evaluation 
(SSCQE) method is used in our subjective tests [8]. After the 
training sequence, the viewers were first shown each 
stereoscopic test sequence in random order of exposure 
levels. Between two consecutive videos with different 

exposures, a three-second gray interval is provided for 
allowing the viewers to rate the perceptual quality of the 
content and relax their eyes before watching the next video.  
The perceptual quality reflects whether the displayed scene 
looks pleasant in general. In particular, subjects were asked 
to rate a combination of “naturalness”, “depth impression” 
and “comfort” as suggested by Hyunh-Thu et al. [9]. Fig. 4 
demonstrates the testing procedure. The scoring bar ranges 
from 0 – 10 in a continuous scale and a higher score 
correspond to better quality. Once all the stereoscopic 
sequences were played, there was a break interval of 5 
seconds followed by the 2D sequences. The same process 
was followed in this case - the same sequences in 2D format 
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Figure 3. Different (global) brightness levels in the first experiment. 

were shown in random order of brightness, with 3-second 
intervals between each sequence - with the viewers asked to 
rate the video quality of the 2D content. 

C. Results and Analysis 

After collecting the experimental results, we removed the 
outliers based on the TU-R Recommendation BT.500-11 [8] 
(there was one outlier) and then the mean opinion scores 
from viewers are calculated. Fig. 5 shows the results with 
95% confidence interval. A general observation that applies 
to outdoor and indoor scenes is that the video sequences with 
brightness levels around the mid-band are more appealing to 
the viewers in both the 2D and 3D cases (rating scores are 
more than 6). Note that the exposure range is wider for the 
outdoor scenes and the highest brightness level for outdoors 
cannot be reached for the indoor scenes. The reason is that 

high levels of brightness in indoor scenes will introduce 
unacceptable degrees of noise caused by the sensitivity of the 
camera sensors. Regarding the indoor scenes, we observe 
that for scores above 6 (over which the quality may be 
regarded acceptable), the quality of the 3D experience 
increases as the brightness increases. This trend is also 
observed in the 2D case, with scores following the same 
pattern. If we would like to conclude something more from 
these findings, we could say that the 3D experience adds a 
bit more quality overall, although the difference is not very 
large.  

For the outdoor sequences, we observe that the extreme 
levels of brightness, very dark and very bright, result in 
unacceptable quality. For the mid-band section, the quality 
stays at acceptable levels, with very small variations.  The 
2D performance is almost identical, with 2D ratings slightly 
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Figure 4. Our subjective test procedure. 
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Figure 5. Subjective test results of the first experiment. 

 

higher than those of 3D in this case. The main reason for this 
deviation from the indoor case is the actual content of the 
outdoor scenes. The objects with depth in the latter case are 
relatively darker than the background. In fact, a large portion 
of the background – more so in the “OldBarn” sequence than 
the “LittleGreen” – is the sky, which in both cases is very 
bright and lacks detail. According to the viewers, the lack of 
detailed information in the background (i.e., overexposed 
sky) drastically reduced the level of depth illusion, 
hampering the 3D perception when watching stereoscopic 
content.  

III. EXPERIMENT TWO –  LOCAL CHANGE OF 

BRIGHTNESS 

In this section, we also study the effect of local 
brightness-change on the perceived 2D and 3D quality. The 
difference from the previous section is that, for each scene, 

the brightness of the background is kept relatively consistent 
while the brightness of the object(s) of interest is changed.  

A. Capturing Setup 

In our study, we intend to investigate the effect of the 
object’s brightness-change with respect to the background on 
the perceived visual quality in both 2D and 3D cases. For 
this comparison, 3D videos of indoor and outdoor scenes are 
captured using stereo cameras. Obtaining 2D videos is trivial 
since they can be derived directly from the right or left view 
of the 3D counterparts.  Below we present the setup of our 
3D capturing.  

For each scene, the brightness of the object(s) changes 
from an under-exposed to an over-exposed level, while the 
brightness of the background is adjusted to a normally 
exposed level (not over/under exposed) and is kept relatively 
unchanged for all the different recordings of the same scene.  
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The same capturing set up as the one described in Section 
II.A for the first experiment (Fig. 1) was used. For the indoor 
scenes, the brightness of the object(s) was changed by using 
a dimmable 1000W fluorescent video light source (FloLight 
FL-220AW). For the outdoor scenes, since the emitted light 
from the light source was insufficient for changing the 
brightness of the object(s) (due to the presence of sunlight), 
we used a collapsible circular reflector disc with multiple 
impacts to reflect different levels of sunlight on the object(s). 
Fig. 6 shows our capturing setup, the light source and the 
reflector used in our experiments.  In general, capturing 
outdoor scenes was much more challenging compared to 
indoor scenes, due to the presence of sunlight and the change 
of weather conditions, which kept altering the background 
brightness.  

For our study, at each brightness level, the luminance of 
the object(s) and background is measured using a 
multifunction light meter (Sekonic L-758Cine). We measure 
luminance since it indicates how much luminous power is 
perceived by the human eye when viewing the surface from 
a particular angle. To measure the brightness of object(s), we 
took the measurement at each brightness level using a 
specific spot on the object(s) which subjective tests shown to 
be the focus of attention. For example, in the case of the 
object of interest being a human, all measurements were 
taken from face. Regarding the background, we conducted 
several measurements, we made sure that the fluctuations 
were very small, and then took the average value. 

 

B. Subjective Evaluation 

For this experiment, six stereoscopic test sequences (two 
outdoor and four indoor) and one demo video were captured 
using the stereo camera setup described previously. Fig. 7 
shows a snapshot of our test sequences. For each scene the 
camera exposure is adjusted such that the background area is 
neither overexposed nor underexposed. The brightness of the 
object(s) between consecutive contrast levels are different by 
about 2/3 stop, which was achieved by measuring the 
luminance of the object(s) using a luminance meter. Then, 
the brightness of the object(s) is changed from an 
underexposed level to an overexposed level within multiple 
steps, with the brightness-change remaining visually 
differentiable (see Fig. 8). In both cases, outdoor and indoor, 
each sequence is approximately 10 seconds long. For each 
scene recording, we ensure that while the object’s brightness 
changes, the content of the scene and the background 
luminance remain unchanged.  

To quantify the perceived quality of the 3D experience at 
different levels of brightness, we performed subjective 
quality assessment tests. The viewing conditions of our 
subjective test were set according to the ITU-R 
Recommendation BT.500-11 [8]. Eighteen observers 
participated in our subjective tests: seven females and eleven 
males, ranging from 23 to 60 years old. All subjects had 
none to marginal 3D image and video viewing experience. 
The same display as of our previous study was used for this 
experiment: a 65” Full HD 3D display (©Panasonic, Plasma, 

TC-P65VT25) and the subjective-test procedure was similar 
to our first experiment (see Section II, part B). 

 

C. Results and Analysis 

 After collecting the experimental results, we checked for 
the outliers based on the TU-R Recommendation BT.500-11 
[8] and then the mean opinion scores (MOS) from viewers 
were calculated. Fig. 9 shows the average perceptual 3D 
quality (MOS) versus brightness of the object(s) for all six 
stereo sequences. As it can be observed, the acceptable 
brightness level for objects in outdoor scenes is much higher 
than those in indoor scenes, due to the presence of sunlight.  
Here, the numerical value of object(s) brightness could not 
be used as a guideline for capturing high quality 3D content, 
in other words, we can not conclude that there is a certain 
range of brightness of the object(s) that results in acceptable 
3D quality (where MOS is greater than 6).  The reason is that 
the measured brightness is not a good indicator of what the 
camera has captured. In order to remove the camera effect, 
we need to avoid using the brightness and instead calculate 
the contrast between the objects of interest and the 
background.  There are many ways of measuring contrast. In 
this study we chose to use the Weber approach [10], which is 
one of the most commonly used in the field:  

 

b

bo

L

LL
 Contrast  

−
=                   (1) 

 

Figure 6. Capturing setup for the second experiment. 
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Figure 7. Snap shot of test sequences for the second experiment. 

 

where Lo is the luminance of an object and Lb is the average 
luminance of the background.  
Please recall that in this experiment, the brightness of 
background is kept relatively constant and only the 
brightness of object(s) of interest is changed for each scene. 
This allows us to create videos with the same content but 
different contrast between the object(s) of interest and the 
background, a necessary feature for our subjective tests, as 
we do not want the content itself to affect the viewers’ 
decision. 

Fig. 10 shows the average subjective scores for quality of 
3D content versus contrast for all six sequences. A general 
observation that applies to both outdoor and indoor scenes is 
that the stereo video sequences with Weber contrast levels of 
-0.35 to 0.55 between the object and background are more 
appealing to the viewers (these correspond to rating scores 

above 6, which may be regarded as acceptable quality). Note 
that although the visually acceptable range of object’s 
brightness (MOS over 6) is higher for the outdoor scenes 
compared to that of the indoor scenes (as shown in Fig. 9) 
the range of contrast that ensures high 3D quality is similar 
for both cases. It is also observed that low scores are 
associated with high contrast scenes, which in Fig. 10 appear 
at both ends of the horizontal axis, as contrast here is the 
difference between the objects’ brightness and that of the 
background.  

Fig. 11 shows the average perceptual quality versus 
contrast for all six scenes. Each point in the figure denotes 
the mean opinion score for a specific scene at a specific 
contrast level. The blue solid line is the average MOS over 
all the scenes, and the upper and lower red dash lines denote 
the 95% confidence interval.  It can be observed that the 
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scores obtained from rating the 3D and 2D videos are 
following the same pattern, especially in the range of  
acceptable video quality (scores > 6), which indicates that 
the contrast or the brightness of the object of interest has 
almost equivalent influence on the perceptual quality for 
acceptable 3D and 2D videos. We also observe that scores 
for 2D are higher than those for 3D at the left end of the 
curve (where the object is much darker than the 
background). This is because crosstalk (ghosting) artifacts 
are severe whenever the background brightness is much 
higher than that of the objects of interest. 

To further verify that the effect of contrast on the quality 
of 3D and 2D videos is similar, we performed the statistical 
significance test. Hogg’s one-way analysis of variance 
(ANOVA) [11] is applied to 2D and 3D scores for each 
scene. We state the null hypothesis as: there is no significant 
distinction between the collected values for the perceptual 

quality of 2D and that of 3D. The higher the returned p value 
is (which considers the difference in average and variance as 
well as the sample size), the less significant is the difference. 
A typical threshold of the p value that rejects the null 
hypothesis is 0.01 or 0.05. The p values for six scenes are 
0.3990 (Reading), 0.7663 (Interview), 0.9068 (Clapping), 
0.4104 (SlowMotion), 0.8228 (McMillan) and 0.8499 
(Painting) respectively, which are far above the threshold. 
Therefore, based on our experiment at each contrast level, 
there is no statistically significant difference between the 
perceptual quality of 3D and 2D videos of similar scenes. 
That is, given a large sample size, 3D and 2D videos should 
have virtually identical preferred contrast levels. 

Based on our observations, 3D content captured 
according to the recommended contrast range can provide 
high quality 2D experience. In this case, if the system 
involves the use of glasses, the display should adjust the 

 

 
 

Figure 8. Same scene with different (local) brightness levels of the object. 
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contrast of the 2D stream, to compensate for the diming 
effect of the 3D glasses.  

IV. DISCUSSION 

Our psychophysical experiment involved considerable 
human power, including the subjects that took the tests and 
the researchers who prepared and organized the tests. These 
efforts could be reduced if a reliable 3D quality metric is 
available. Presently, the community is putting a considerable 
effort towards achieving this goal, but we are still far from an 
acceptable solution. 

Our finding that brightness has similar effects on 3D and 
2D videos is different from the practical observation in [5]. 
The latter suggests capturing 3D videos with higher light 
settings than 2D content in order to achieve good perceptual 
quality. This contradiction stems from the fact that we use 
3D glasses in both 2D and 3D subjective tests so that the 

light reduction for 3D and 2D is similar, whereas in [5] the 
light reduction was considered only for 3D.  

Our results on the relationship between 2D and 3D 
viewing (for both brightness and contrast) can be generalized 
for existing 3D displays, although the display systems 
deliver different amount of light when they display 3D 
content compared to 2D. In our study, this is due to the fact 
that both the 2D and 3D viewing tests were conducted while 
the display was set to the 3D mode and subjects wore 3D 
glasses during the entire experiment. On the other hand, the 
preferred range of contrast may vary depending on the 
displayed luminance range that the 3D viewing system 
supports. The variation, however, would not be large since 
contrast is defined as a ratio that is normalized by the 
background luminance. 

The low scores at both ends on the x-axis in Fig. 10 and 
Fig. 11 are due to the effect of crosstalk. Crosstalk is an 
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Figure 9. Perceptual 3D quality score versus measured brightness. 
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Figure 11. Average perceptual quality versus contrast. Each point denotes the mean opinion score for a specific scene at a specific contrast level. The 

blue solid line cross the plot is the average MOS over all the scenes, and the upper and lower red dash lines denote the 95% confidence interval. 
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Figure 10. Perceptual 3D quality score versus the contrast between 

object   and background. 
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artifact where light that should be delivered to one eye is 
“leaked” to the other eye (it is also referred as the “ghosting” 
artifact) [12]. It is well known that crosstalk artifacts in 3D 
displays become severe when the contrast is high [13]. Note 
that all the existing 3D displays suffer from crosstalk. To 
reduce the crosstalk effect, we picked a 3D TV system, 
which based on subjective tests offers the best crosstalk 
reduction performance. 

Eye strain and headaches have been noted as some of the 
most important factors that affect the overall 3D quality [14]. 
In our tests, subjects were not explicitly asked to evaluate 
this factor. Properly identifying eye strain and headache 
requires a long-time viewing of a stimulus [15]. This is not 
practical in our current design, since it would make the 
testing session too long, and as a result it may affect the 
reliability of the collected data. 

V. CONCLUSION AND FUTURE WORK 

The era of user-centric multimedia has already begun, 
and quality plays a central role in it. Attention to the quality 
in 3D content case is even more important since low-quality 
3D videos can produce eyestrain, headache, and generally 
unpleasant viewing experience for the viewers. Brightness is 
one of the important factors that affect the visual comfort and 
quality of 3D videos. In this work, we investigated the effect 
that global and local brightness-changes have on quality of 
3D experience and its relation to the 2D scenario. This was 
done by performing extensive subjective quality assessments 
to quantify the perceived quality of the 3D and 2D 
experience at different levels of brightness. 

Our work contained two studies: 1) global change of 
brightness, which is achieved by setting different exposure 
times on the camera, and 2) local change of brightness, 
where the brightness of the background was kept relatively 
constant and the object’s brightness was changing using an 
external light source and/or a reflector disk. Subjective 
evaluations were performed, with the subjects being asked to 
rate the 3D and 2D perceptual quality of each sequence.  

A conclusion from both studies is that marginal 
difference is found in the brightness effects between 3D and 
2D videos. According to our results from the second study, a 
general observation that applies to outdoor and indoor scenes 
is that the stereo video sequences with Weber contrast levels 
of -0.35 to 0.55 between the object(s) and the background are 
more appealing to the viewers. In summary, content 
producers may improve the overall 3D quality of experience 
by adjusting the brightness of the objects of interest in a 
scene to ensure that the Weber contrast the objects and 
background falls within the suggested range levels. Film 
industry could use our findings to produce 3D videos with 
different brightness levels or light-settings.  

Our future work include: employ special lighting 
equipment in order to explore any possible case of brightness 
for foreground and background in outdoor and indoor 
conditions, conduct subjective tests with a much larger 
variety of content, and investigate the effect of different 
parameters on 3D perception quantitatively. This is towards 
our ultimate goal, which is providing guidelines for 

capturing and displaying 3D content as well as developing a 
3D quality metric. 
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