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Abstract - Meeting the escalating demands for data traffic in fifth-

generation networks and beyond requires efficient solutions like 

Heterogeneous Networks, which enhance spectral and energy 

efficiency by deploying small cells close to users. Traditional 

Downlink and Uplink Coupling often limits uplink efficiency due 

to power imbalances across base stations. Downlink and Uplink 

Decoupling addresses this by allowing separate access points for 

uplink and downlink, optimizing user association and energy use. 

This research expands upon previous conference work by 

introducing a new scenario that evaluates Downlink and Uplink 

Decoupling’s performance at a 25 decibel milliwatts user 

equipment power setting, along with an additional experiment for 

1500 user devices in the 20 and 30 decibel milliwatts scenarios. The 

extended analysis offers deeper insights into the energy efficiency 

and resource allocation of Downlink and Uplink Decoupling under 

various network conditions, confirming its suitability for scalable, 

efficient fifth-generation networks. 

Keywords - Downlink and uplink decoupling; Downlink and 

uplink coupling; Energy efficiency; Heterogeneous networks; 

Resource allocation evaluation. 

I. INTRODUCTION 

Modern 5G Networks offer great benefits compared to the 
4G Long-Term Evolution (LTE) technology, with some of them 
being high speed, low latency and increased bandwidth. 
However, the volume of mobile traffic and the number of 
connected devices is predicted to increase significantly in the 5G 
era, which will lead to inevitable implications regarding the 
resource allocation and the total throughput of the networks. An 
important issue of modern 5G Networks is the energy efficiency 
evaluation [1]. The 4G technologies had already achieved 
extreme densification by utilizing Small Base Stations (BSs) 
throughout the network, leading to the modern Heterogeneous 
Networks (HetNets) [2]-[5].  

In 4G HetNets the User Equipment (UE) devices were 
associated with the same BS for both Downlink (DL) and Uplink 
(UL) signals, resulting in the method known as 
Downlink/Uplink Coupling (DUCo) (see Figure 1). This access 

scheme, though, has a major drawback. The existence of major 
inequalities between the transmit power among high powered 
Macro BS and low powered Small BSs, results in suboptimal BS 
association and thus in performance degradation, affecting the 
UL. A fine solution to this problem is the decoupling of DL and 
UL signals in the current HetNets, commonly referred to as 
Downlink/Uplink Decoupling (DUDe), where the UE is 
connected to the optimal Macro BS for the DL and the optimal 
Small BS (Micro-Pico-Femto) for the UL. The UL and DL are 
treated as separate network entities and a UE can connect to 
different serving nodes in the UL and DL, resulting in improved 
user/BS association and improved resource allocation. 

BS association in cellular networks has traditionally been 
based only on the received signal strength, despite the fact that 
transmit power and interference levels vary significantly. This 
approach was adequate in homogeneous networks with Macro 
BSs that all have similar transmit power levels. However, with 
the development of HetNet, there is a significant difference 
between the transmission power of different types of BSs, as 
stated above, making this approach extremely inefficient.  

 

Downlink

Uplink

 

Figure 1. DUCo Example. 

 
The motivation of this work is the improvement of energy 

efficiency in 5G networks. Energy efficiency is crucial for the 
success of 5G networks, as these networks will require a 
significant increase in energy consumption compared to their 
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predecessors. With the proliferation of 5G-enabled UE and the 
explosion of data traffic, the demand for energy-intensive 
infrastructure components, such as BSs and data centers, will 
rise dramatically. By optimizing network architecture, using 
low-power components, and implementing intelligent power 
management strategies, operators can significantly reduce 
energy usage without sacrificing performance. 

DUDe has the potential to significantly improve the energy 
efficiency of 5G networks. By separating the uplink and 
downlink channels, operators can dynamically allocate network 
resources to match the requirements of different applications 
and services. This results in a more efficient use of resources and 
reduces the energy consumption of network components, such 
as BSs and routers. Additionally, decoupling can enable 
intelligent power management strategies, such as sleep mode for 
low-traffic devices, further reducing energy consumption. 

The main objective of this paper is to validate the findings of 
previous research by investigating the performance of the 
system in terms of the number of users and considering different 
decibel (dBm) values. The paper aims to fill the research gap by 
conducting a comprehensive analysis that incorporates various 
factors and parameters. By doing so, the paper intends to provide 
a deeper understanding of how the system performs in real-
world conditions and assess its suitability for different 
deployment scenarios. 

The rest of this paper is organized as follows. Section II 
presents similar research work. Section III presents the DUDe 
technology and its key features. Section IV presents the 
mathematical model used in our simulation environment. 
Section V presents the analysis of the algorithms compared in 
our scenarios. Section VI presents the simulation environment 
used for the implementation of our experiments. Section VII 
presents the results of the simulation and provides a detailed 
analysis of the findings. Finally, Section VIII concludes the 
paper and provides suggestions for future research. 

II. STATE OF THE ART 

DUDe has been researched by various studies. In one of 
these studies, researchers consider the resource allocation 
problem in LTE-U networks using DUDe, formulating the 
problem as a game theoretic model incorporating UE 
association, spectrum allocation and load balancing, for which 
they propose a decentralized expected Q-learning algorithm to 
solve [6]. Another paper proposes an UL and DL Supplementary 
UL (SUL) decoupling technology and an UL enhancement 
technology to coordinate New Radio Time Division Duplexing 
(NR TDD) and New Radio Frequency Division Duplexing (NR 
FDD. Lastly, several researchers study the concept of DUDe 
where DL BS association is based on received power DL, while 
UL is based on path loss [7].  

However, another paper proposed a DUDe model where 
Macro-BS selection for DL is based on received power (as 
usual), but Micro, Pico and femto-BSs selection for UL is not 
based solely on path loss (link quality), but on a combination of 
parameters such as: link quality, BS load and BS backhaul 
capacity [8]. Authors in [9] focus on how to use DUDe 
technology improves the distribution of network resources based 
on UE distribution. The study found that by considering the 
capacity limitations of each type of BS, the DUDe technology 
results in a more even distribution of UEs within the network. 

Paper [10] highlights the limitations of traditional resource 
allocation techniques in efficiently managing bandwidth within 
5G networks. DUDe technology offers a dynamic approach by 
adjusting resource allocation based on UE demand and network 
conditions, thereby optimizing bandwidth distribution. 
Experimental results from this study have shown that DUDe 
effectively balances UE equipment distribution across BS, 
reducing the bandwidth usage of Macro BSs and consequently 
enhancing the Quality of Service (QoS) for  UEs. These findings 
underscore the potential of DUDe in Macro BS offloading, 
providing valuable insights for network operators and 
researchers aiming to develop advanced resource allocation 
strategies in 5G networks. 

Paper [11] provides an in-depth analysis of how DUDe 
enhances resource allocation by introducing an additional lower 
frequency signal on the uplink, complementing the existing 
signal. This approach effectively rebalances the 
uplink/downlink disparity at the BS edge, improving coverage 
and network capacity. Through extensive literature review and 
industry trend analysis, the study examines the benefits and 
challenges of DUDe, focusing on its impact on network 
performance, UE experience, and future advancements. 
Utilizing a simulation-based methodology, the research 
evaluates DUDe's effectiveness in terms of coverage, capacity, 
latency, and energy efficiency. The findings demonstrate that 
DUDe significantly enhances network performance, particularly 
in environments with high data transmission demands, and 
reduces outage rates in networks with high minimal throughput 
requirements. These insights are crucial for researchers and 
network operators aiming to implement efficient resource 
allocation strategies to optimize 5G network performance. 

Authors in [12] address the high energy consumption 
associated with mmWave Small Cell Base Stations (SCBSs), 
which are integral to 5G networks. Dynamic TDD is employed 
to improve SCBS throughput by allowing flexible TDD time 
fractions. Given the coexistence of mmWave SCBSs with 
microwave Macro Base Stations (MBSs), DUDe is proposed to 
mitigate transmit power imbalances. This research formulates 
the joint optimization of energy efficiency and resource 
allocation for dynamic TDD with DUDe, analyzing the trade-off 
between throughput and energy efficiency using a generalized 
a-fair scheduler. The findings indicate a significant throughput 
gain of 28.4% with minimal impact on energy efficiency for 
dynamic TDD systems with DUDe compared to static TDD 
systems. These results demonstrate that dynamic TDD with 
DUDe improves throughput (52.45%) with only a marginal 
decrease (2.3%) in energy efficiency compared to static TDD 
without DUDe. These insights are crucial for developing 
efficient resource allocation strategies that balance throughput 
and energy efficiency in 5G networks. 

In paper [13], the authors address the challenges of uplink 
power control in HetNets using the DUDE mode. They identify 
that traditional BS association rules, which are based on 
maximum downlink received power, are inadequate for current 
heterogeneous cellular networks. To mitigate co-channel 
interference from Small UE (SUE) and DUDE UE to Macro UE 
(MUE), the authors extend three existing power control schemes 
from homogeneous networks to HetNets. They compare the 
convergence and optimality of these schemes through 
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theoretical analysis. Additionally, the authors propose an 
Improved Distributed Power Control (IDPC) scheme. 
Simulation results demonstrate that the IDPC scheme 
significantly enhances system performance, particularly in 
scenarios with a high number of UEs experiencing severe 
mutual interference. The findings confirm that IDPC is more 
suitable for uplink power control in DUDE mode HetNets, 
improving QoS and average signal-to-interference-plus-noise 
ratio (SINR). 

Authors in paper [14] explore the optimization of joint 
uplink and downlink scheduling and resource allocation in a 
millimeter-Wave (mmWave)-based cellular network using 
dynamic Time Division Duplexing (TDD). Recognizing the 
potential of mmWave SCBSs to enhance data rates and network 
capacity in 5G networks, the study also addresses the transmit 
power imbalance between Macro BS and SCBSs through 
DUDe. The authors formulate the scheduling and resource 
allocation problem within a dynamic TDD system as an 
optimization problem, employing a generalized α-fair scheduler. 
They derive the dynamic TDD and UE scheduling time fractions 
for a relaxed version of the problem, showing that the results are 
a function of the system load. Simulation results validate the 
derived dynamic TDD results, demonstrating a 17% throughput 
gain in certain scenarios. The findings indicate that the proposed 
approach outperforms existing schemes, offering a robust 
solution for dynamic resource allocation in mmWave-based 5G 
networks. 

III. DUDE ENERGY EFFICIENCY OVERVIEW 

DUDe is a complex technique that requires meticulous 
planning and coordination to be implemented effectively. This 
method involves assigning separate frequency bands and 
resources to DL and uplink UL channels, necessitating close 
collaboration between network operators and device 
manufacturers to ensure seamless integration and maximize 
benefits. 

One of the most compelling advantages of DUDe is its 
potential to significantly reduce energy consumption in wireless 
communication systems. These systems typically consume 
substantial amounts of energy, which not only increases 
operational costs but also has adverse environmental effects, 
contributing to global warming. By decoupling the DL and UL 
channels, DUDe optimizes energy utilization within the network 
infrastructure. This process, illustrated in Figure 2, minimizes 
the energy required to operate the network by reducing 
interference and improving signal quality. Consequently, the 
system operates more efficiently, leading to considerable energy 
savings over time. These savings not only reduce operational 
costs for network operators but also support environmental 
sustainability efforts by lowering the carbon footprint associated 
with wireless communications [15]- [18]. 

 

 

Figure 2. DUDe Example. 

 

In addition to energy efficiency, DUDe offers significant 
improvements in network performance and reliability. By 
eliminating interference through the decoupling of DL and UL 
channels, DUDe enhances overall signal quality and network 
stability, resulting in a more reliable and robust network. This 
reliability translates into a superior UE experience, as the 
reduction in interference improves the quality of service and 
extends the lifespan of network components by reducing strain 
on the infrastructure. 

Furthermore, DUDe facilitates more flexible and efficient 
resource allocation. With separate frequency bands and 
resources for DL and UL channels, network operators can 
allocate resources dynamically based on current demand and 
usage patterns. This flexibility helps mitigate the risk of 
congestion, ensuring that the network can handle high traffic 
volumes without compromising service quality. During periods 
of high network demand, efficient resource allocation ensures 
that UEs receive the expected quality of service. This dynamic 
resource management is particularly beneficial in urban areas 
and during peak usage times when network congestion can be a 
significant issue. By improving resource allocation, DUDe helps 
maintain high UE satisfaction and operational efficiency. 

In conclusion, DUDe is a promising radio resource 
management technique that offers substantial benefits for both 
network operators and end- UEs. By decoupling the DL and UL 
channels, DUDe reduces energy consumption, enhances 
network performance and reliability, and enables more efficient 
resource allocation. The implementation of DUDe represents a 
significant advancement in the evolution of wireless 
communication systems, aligning operational efficiency with 
environmental sustainability. 

IV. MATHEMATICAL MODEL ANALYSIS 

To determine the minimum distance between UE and BS 
antennas, a mathematical model defined in TR 38.901 Section 
7.4.1 is used [19]. The paper does not delve into a detailed 
analysis of this particular model, so this paper do not extensively 
scrutinize its equations from (1) to (3) as a result. The model 
calculates the Path Loss (PL) in different scenarios, such as 
Line-Of-Sight (LOS) and Non-Line-Of-Sight (NLOS) 
conditions. 
 

 

𝑃𝐿RMa−LOS

= {
𝑃𝐿1 10𝑚 ≤ 𝑑2D ≤ 𝑑BP

𝑃𝐿2 𝑑BP ≤ 𝑑2D ≤ 10km
 (1) 
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𝑃𝐿1

= 20 𝑙𝑜𝑔10( 40𝜋𝑑3D𝑓𝑐/3)
+ 𝑚𝑖𝑛( 0.03ℎ1.72, 10) 𝑙𝑜𝑔10( 𝑑3D) 
         − 𝑚𝑖𝑛( 0.044ℎ1.72, 14.77)
+ 0.002 𝑙𝑜𝑔10( ℎ)𝑑3D 

(2) 

 
𝑃𝐿2 = 𝑃𝐿1(𝑑BP) + 40 𝑙𝑜𝑔10( 𝑑3D

/𝑑BP) (3) 

 SNR = Psignal/Pnoise (4) 

 
The path loss is calculated using equations (1), (2), and (3). 

Equation (1) defines the path loss in LOS conditions and NLOS 
conditions based on the distance between the UE and the BS 
antennas. Equation (2) calculates the path loss based on the 
three-dimensional distance, carrier frequency, user height, and 
other parameters. Equation (3) modifies the path loss based on 
the breakpoint distance and the three-dimensional distance. 

Once the minimum distance for each user from different 
types of BS is determined, the next step is to compute the Signal-
to-Noise Ratio (SNR) to find the BS type that provides the best 
connection. Equation (4) represents the SNR as the ratio of the 
signal power to the noise power [20].  

V. ENERGY EFFICIENCY ALGORITHM 

Our HetNet includes Macro BS (MB) Small BS (Pico and 
Micro) and UEs. Consider a set of MBs (M = 1, 2, 3, 4.......| M|), 
a set of Small BSs (Pico => p = 1, 2, 3, 4.... |P|, Micro => m= 1, 
2, 3, 4 |m|) and a set of UEs (U = 1, 2, 3, 4.......|U|). The MBs are 
placed at high levels to provide continuous uninterrupted 
coverage to large BSs. In addition, the BSs with the least 
sensitivity are placed at lower levels within an area, and as a 
result, the coverage of the NLOS locations is as wide as possible 
in the entire area, even in the most remote/obstructed points to 
efficiently serve static users or users who are constantly in 
motion within the area.  

 
Algorithm 1 Algorithm for 20dBm or 30dBm Transmit Power 

//Initialize variables 
Macro_BSs 

Micro_BSs 

Pico_BSs 
N = total number of UEs 

occurrences_for_scenarios 

SNR_matrix = zeros(N, occurrences_for_scenarios) 
// calculate best SNR for each UE for occurrences_for_scenarios 

for i in range(N): 

 for j in range(occurrences_for_scenarios): 
// calculate SNR for current occurrences_for_scenarios 

SNR = calculate_SNR(UE_i, occurrences_for_scenarios _j) 

SNR_matrix[i][j] = SNR 
 end 

end 

// calculate standard SNR value for each UE for each 
//occurrences_for_scenarios 

standard_SNR = zeros(N, occurrences_for_scenarios) 

for i in range(N): 
for j in range(occurrences_for_scenarios): 

// calculate standard SNR for current snapshot 

standard_SNR[i][j]=sum(SNR_matrix[i][j])/occurrences_for_sce
narios 

// calculate transmit power for each UE for each 

//occurrences_for_scenarios 

    transmit_power = zeros(N, snapshots) 
end 

end 

for i in range(N): 
for j in range(occurrences_for_scenarios): 

// calculate transmit power for current snapshot 

transmit_power[i][j] = calculate_transmit_power(UE_i, 
standard_SNR[i][j]) 

// build coupled scenario and distribute UEs in the network 

coupled_power = zeros(N) 
end 

end 

for i in range(N): 
// if transmit power is less than 20 or 25 or 30 dBm, keep value 

if transmit_power[i][-1] < 20  if transmit_power[i][-1] < 25 if 

transmit_power[i][-1] <30: 
coupled_power[i] = transmit_power[i][-1] 

// if transmit power is above 20 dBm, change value to 20 dBm 

 

// if transmit power is above 25 dBm, change value to 25 dBm 

 

// if transmit power is above 30 dBm, change value to 30 dBm 
else: 

     coupled_power[i] = 20 or 25 or30 

// build decoupled scenario and distribute UEs in the network 
decoupled_power = zeros(N) 

end 

for i in range(N): 
// calculate transmit power using decoupling technology 

decoupled_power[i] = calculate_decoupled_transmit_power(UE_i, 

standard_SNR) 
// compare energy efficiency between coupled and decoupled 

//scenarios 

end 
if sum(coupled_power) > sum(decoupled_power): 

 output("Decoupling technology is more energy efficient.") 
else: 

 output("Coupling technology is more energy efficient.") 
 

Figure 3. Algorithm 1. 

 

The Energy Efficiency Algorithm (Algorithm 1), depicted in 
Figure 3, explores two different scenarios for distributing UEs 
in a network: DUCo and DUDe. The algorithm initializes key 
variables, including the number of Macro, Micro, and Pico BSs, 
the total number of UEs, and the number of snapshots used in 
the simulation. 

Initially, for each UE and each snapshot, the algorithm 
calculates the SNR of each UE in the network, storing these 
SNR values in a matrix. Subsequently, it computes the standard 
SNR value for every UE in each snapshot by averaging the SNR 
values across all snapshots, and these values are stored in a 
standard SNR matrix. Following this, the algorithm calculates 
the transmit power for each UE in each snapshot and stores these 
values in a transmit power matrix. The algorithm then constructs 
the DUCo and DUDe scenarios by distributing the UEs within 
the network. For the DUCo scenario, it sets the transmit power 
of each UE to the last value in the transmit power matrix for that 
UE unless the value exceeds a threshold (20 or 25 or 30dBm in 
the simulations). If the value surpasses this threshold, it is 
capped at the pre-selected limit. This ensures that the power 
levels remain within acceptable bounds, optimizing energy 
efficiency and maintaining regulatory compliance. In the DUDe 
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scenario, the algorithm calculates the transmit power for each 
UE based on the standard SNR values. It runs the scenarios over 
numerous snapshots (1000 in our simulations) to mitigate the 
impact of random variations or uncertainties in the simulation 
outcomes. This approach ensures a robust comparison between 
DUCo and DUDe scenarios. 

In summary, Algorithm 1 provides a comprehensive 
evaluation of energy efficiency in HetNet configurations, 
comparing DUCo and DUDe scenarios. The results validate that 
DUDe is a more sustainable and efficient method for managing 
radio resources in 5G networks. Future research could focus on 
optimizing bandwidth allocation using DUDe, further 
enhancing energy efficiency, minimizing interference, and 
maximizing throughput. Integrating advanced technologies like 
machine learning could also improve dynamic resource 
management, solidifying DUDe's role in future wireless 
communication systems. 

VI. SIMULATION ENVIRONMENT 

Specifically, a 5G DUDe network is considered, which 
consists of 2 Macro BSs, 4 Micro BSs, and 8 Pico BSs, each 
equipped with specific transmit power in dBm. Furthermore, it 
should be noted that the capacity of the Macro BSs is 2000 users, 
the capacity of the Micro BSs is 200 users, and the capacity of 
the Pico BSs is 46 users. This information is crucial in 
determining the optimal number of users that can be allocated to 
each type of cell. A total of N number of users are distributed 
within the network, each with their own transmit power in dBm. 
The gain from all BS antennas, including bandwidth and noise 
in the network, is also considered. For the implementation of our 
model and scenarios, MATLAB [21] was used, due to the fact 
that the application provides appropriate libraries and, 
consequently, functions, which make it easy and reliable to 
create a demanding algorithm like the one above. In addition, 
Figure 4 depicts the layout of our network, where the two Macro 
BS are located at the center, surrounded by Small BSs that are 
distributed around them. 

 

 

Figure 4. Topology of our network. (m) for Macro (mi) for Micro and (p) 
for Pico. 

 
It is important to mention that users are randomly located 

between 1 and 2 meters apart from each other. The connection 
of the users is done in such a way that, for the DL processes the 
user will be connected to the Macro BS. During UL processes, 
the user will connect to the Small BS, which can either be Micro 
or Pico BS. The selection of the appropriate Small BS is based 

on the lowest path loss value, in addition to the transmission 
power. 

Once the path loss has been calculated, the SNR is calculated 
using the variables mentioned in Table I. Utilizing the highest 
SNR, each user is connected to the best BS choice from the three 
categories, namely Macro BS, Micro BS, and Pico BS. 

The direct result of this is that our model guarantees the non-
interruption of the connection and less power consumption since 
the BS does not consume resources to serve users with great 
losses. 

 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 

Amount of BSs Macro BS = 2 

Micro BS  = 4 
Pico BS = 8 

Transmit power(dBm) UE = 20, 30 

Macro BS =  45 
Micro BS = 33 

Pico BS = 24 

BS height (m) Macro height = 30 

Micro height = 10 
Pico height = 5 

Antenna gain (dBi) Macro BS = 21 

Micro BS = 10 
Pico BS = 5 

Bandwidth (MHz) 20 

Environmental parameters UEs = 200,500,1000,1500,2000 
Position = random 

Power Noise Pnoise = -74+10log(Bandwidth(hz)) 

 
The purpose of the evaluation is to demonstrate the superior 

energy efficiency of the DUDe technique compared to the 
DUCo technique in a 5G network. This goal is achieved by 
calculating a common SNR value for each type of BS (Macro, 
Micro, Pico) using the mathematical formula presented in 
Section III. 

Next, the transmission power is calculated for different 
scenarios involving 200, 500, 1000, 1500 and 2000 UEs for each 
BS instance. The findings reveal that for the same SNR value, 
the power consumption of the DUCo technique is significantly 
higher than that of the DUDe technique. 

VII. RESULTS EVALUATION AND ANALYSIS 

Two scenarios, DUDe and DUCo, are implemented with 
transmit power of 20dBm, 25dBm and 30dBm. As the 
performed evaluation shows, the DUDe scenario requires less 
transmission power compared to the DUCo scenario, making a 
network that uses the DUDe technique in a more energy-
efficient and environmentally friendly way. 

The limit for UE transmission power (20dBm, 25dBm 
30dBm) in our scenarios and in general in mobile 
telecommunications is set by the Mobile Broadband Standard 
Partnership Project (3GPP) [22].  

Also, in the context of the diagrams provided, initially the 
average SNR values was determined for each UE across 1000 
snapshots. These average SNR values are our target for 
subsequent calculations. When calculating the required 
transmission power for each UE to achieve these target SNR 
values, a threshold was taken into consideration: if the calculated 
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power exceeds 20dBm or 30dBm, the transmission power was 
set to those respective limits, regardless of the calculation 
outcome. 

A. Evaluation and analysis of 1st scenario 

In this evaluation scenario, DUDe and DUCo was compared 
in terms of energy efficiency by setting the UE transmission 
power at 20dBm. The results of the evaluations are displayed in 
Figures 5 to 9. In the diagrams presented in these figures, the x 
axis is the average transmission power of the UEs in dBm and 
the Cumulative Distribution Function (CDF) of the 
performance metric F(x) axis is the possibility of successful 
DUDe or DUCo scenario. The implementation of the scenario 
was successful in meeting the goal of achieving the same result 
with less transmission power in the DUDe method. This means 
that our scenario was able to accomplish the desired outcome 
while using less transmission power, which is a significant 
achievement in the field of mobile telecommunications.  

 

 
Figure 5. DUDe/DUCo comparison with 20dBm UE limit for N=200. 

 

 
Figure 6. DUDe/DUCo comparison with 20dBm UE limit for N=500. 

 

Based on the provided diagrams, it is evident that the DUDe 
method exhibits a higher likelihood of establishing successful 
connections compared to the DUCo method. For instance, at a 
UE transmit power of 10 dBm, the DUDe method demonstrates 
a 50% chance of establishing a successful connection, whereas 
the DUCo method achieves a success rate of less than 40% 

across all three simulations involving (200, 500, 1000, 1500, 
and 2000) UEs. These results suggest that DUDe technology 
consistently outperforms DUCo technology, offering at least 
20% more successful connections. This higher success rate 
implies that DUDe technology provides better reliability and 
improved connectivity for UEs in wireless communication 
systems. 

 

 
Figure 7. DUDe comparison with 20dBm UE limit for N=1000. 

 

 
Figure 8. DUDe comparison with 20dBm UE limit for N=1500. 

 

The research includes probability diagrams that illustrate 
the likelihood of successful connections for both DUDe and 
DUCo technologies. These diagrams visually support the claim 
of superior performance by showing the higher probability of 
successful connections with DUDe technology. As more 
successful connections result in fewer retransmissions and less 
energy-intensive signaling processes, DUDe technology can 
contribute to reducing overall energy consumption compared to 
DUCo technology. This combination of higher success rates 
and lower energy consumption underscores the efficiency and 
preference for DUDe technology. 

Similarly, when considering an SNR of 15 dB, the diagrams 
illustrate that the probability of achieving low consumption 
with the DUDe method is 80%, whereas the DUCo method 
reaches only 62%. The difference between the two 
technologies, approximately 29%, further substantiates the 
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hypothesis that DUDe technology achieves lower power 
consumption for the same performance level. These findings 
provide robust evidence that DUDe is more energy-efficient 
than DUCo. The significant advantage of DUDe in terms of 
reduced power consumption highlights its potential for 
practical implementation, aligning with the objective of 
developing sustainable and environmentally friendly 5G 
networks. The research demonstrates that DUDe not only 
enhances connectivity and reliability but also promotes energy 
efficiency, making it a preferable choice for modern wireless 
communication systems. 

 

 
Figure 9. DUDe comparison with 20dBm UE limit for N=2000. 

 
The extended analysis of the diagrams and simulation 

results clearly indicates that DUDe technology surpasses DUCo 
technology in both connection success rates and energy 
efficiency. By minimizing retransmissions and optimizing 
signaling processes, DUDe reduces overall energy 
consumption, thereby contributing to more sustainable network 
operations. The superior performance of DUDe, as evidenced 
by the probability diagrams and research findings, reinforces its 
suitability for implementation in 5G networks aimed at 
achieving higher efficiency and environmental sustainability. 
Continued research and development in this area will further 
solidify the advantages of DUDe and support its broader 
adoption in future wireless communication infrastructures. 

B. Evaluation and analysis of 2nd scenario. 

In the conducted evaluation, in the second scenario, DUDe 
and DUCo were meticulously compared to assessing their 
energy efficiency, with UE transmission power set at 30dBm. 
The outcomes of these evaluations are vividly illustrated in 
Figures 10 to 14. In these diagrams, the x-axis represents the 
average transmission power of the UEs in decibels (dBm), 
while the F(x) axis denotes the probability of a successful 
DUDe or DUCo scenario. This second scenario also adheres to 
a 30dBm limit imposed by 3GPP, which caps the maximum 
transmission power allowable for signal transmission in this 
context. 

Despite this power limitation, the findings remain 
consistent with those observed in the first scenario. It was 
determined that the DUDe method demonstrates greater 
environmental friendliness compared to the DUCo method 

when implementing a heterogeneous 5G network. This 
conclusion is valid even within the constraints of the 30dBm 
limit. It is noteworthy, however, that the difference in energy 
consumption between the DUDe and DUCo methods is less 
pronounced in the second scenario compared to the first. 
Nonetheless, this does not alter the overall conclusion that the 
DUDe method is more energy-efficient and exerts a more 
positive environmental impact. 

 

 
Figure 10. DUDe comparison with 30dBm UE limit for N=200. 

 

 
Figure 11. DUDe comparison with 30dBm UE limit for N=500. 

 

 
Figure 12. DUDe comparison with 30dBm UE limit for N=1000. 
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Figures 10 to 14 clearly indicate that increasing the 
transmission power of a UE significantly enhances the 
probability of establishing a DUDe association. Specifically, 
when the transmission power exceeds 2dBm, there is a 70% or 
greater likelihood of forming a DUDe connection. This data 
suggests that the DUDe communication algorithm is more 
efficient, requiring less transmission power to achieve similar 
results compared to the DUCo scenario. 

 

 
Figure 13. DUDe comparison with 30dBm UE limit for N=1500. 

 

 
Figure 14. DUDe comparison with 30dBm UE limit for N=2000. 

 
Moreover, the diagrams demonstrate that the DUDe method 

consistently exhibits a higher probability of creating a 
successful connection than the DUCo method. For example, at 
a 10 dBm transmission power level, the DUDe method achieves 
a 100% probability of establishing a successful connection. In 
contrast, the DUCo method requires a significantly higher 
transmission power—double that of DUDe—to attain the same 
success rate across various simulations (200, 500, 1000, 1500, 
and 2000 UEs). 

The analysis conclusively shows that while the 30dBm limit 
is an important consideration in the implementation of a 5G 
network, it does not detract from the conclusion that the DUDe 
method is the superior choice for achieving a more energy-
efficient and environmentally friendly network. The consistent 
results from the data and diagrams underscore the significant 

advantages of DUDe in terms of reduced power consumption, 
improved efficiency, and enhanced UE satisfaction. 

Furthermore, the inherent flexibility and dynamic resource 
allocation capabilities of the DUDe method contribute to its 
superior performance. By allowing for the decoupling of 
downlink and uplink channels, DUDe optimizes the usage of 
available resources, leading to a more efficient network 
operation. This optimization not only conserves energy but also 
ensures that the network can handle high traffic volumes 
without compromising service quality. 

C. Evaluation and analysis of  3nd scenario. 

Figures 15 through 19 present  a comparative performance 
analysis between the DUDe and DUCo approaches under a 
25dBm power constraint is illustrated. These experiments were 
conducted for scenarios with 200, 500, 1000, 1500, and 2000 
UEs, respectively. 

 

 

Figure 15. DUDe comparison with 25dBm UE limit for N=200. 

 

 

Figure 16. DUDe comparison with 25dBm UE limit for N=500. 
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Figure 17. DUDe comparison with 25dBm UE limit for N=1000. 

 

 
Figure 18. DUDe comparison with 25dBm UE limit for N=1500. 

 

 
Figure 19. DUDe comparison with 25dBm UE limit for N=1500. 

 

Figure 15 illustrates the scenario for 200 UEs. The CDF of 
the performance metric F(x) reveals that the DUDe approach 

(in red) provides better performance than the DUCo approach 
(in blue). For instance, at F(x)=0.5 the value of 𝑥 is 
approximately 14dBm for DUDe, compared to about 13dBm 
for DUCo. This indicates a moderate performance 
improvement with the decoupled approach even with lower 
network loads. 

Figure 16, depicting the scenario for 500 UEs, shows a 
clearer distinction between the two approaches. At F(x)=0.5, 
the value of is around 14.5dBm for DUDe and approximately 
13.5dBm for DUCo. This improvement demonstrates the 
effectiveness of the DUDe approach in managing increased 
network loads. 

Figure 17 represents the scenario for 1000 UEs. Here, the 
performance gained with DUDe becomes more pronounced. 
The DUDe curve remains to the right of the DUCo curve 
throughout the distribution. At F(x)=0.6, the value of x is about 
18dBm for DUDe, while it is around 16dBm for DUCo. This 
significant difference underscores the advantage of the 
decoupled approach in more congested network conditions. 

Furthermore, Figure 18, showing the scenario for 1500 UEs, 
further confirms the superior performance of the DUDe 
approach. The CDFs reveal that at F(x)=0.7, the value of x is 
approximately 21dBm for DUDe, compared to around 18dBm 
for DUCo. This greater separation between the curves indicates 
that DUDe continues to perform better as the network load 
increases. 

Figure 19 illustrates the scenario for 2000 UEs, where the 
performance gain with DUDe is the most substantial. At 
𝐹(𝑥)=0.5, the value of is significantly higher for DUDe, 
reaching around 18dBm, compared to about 15dBm for DUCo. 
This result highlights DUDe's effectiveness in extremely high-
density network environments. 

These results suggest that the DUDe approach consistently 
offers better performance, particularly as the network load 
increases. The performance gain is evident across all scenarios, 
with more significant improvements observed in higher UE 
densities. For example, the value of x at F(x)=0.7 is 
approximately 20dBm for DUDe and 17dBm for DUCo in the 
2000 UEs scenario, illustrating a clear advantage. Similarly, at 
F(x)=0.9, DUDe achieves around 23dBm, while DUCo 
reaches about 21dBm, reinforcing the trend. 

This consistent performance advantage of the DUDe 
approach is attributed to its superior management of 
interference and more efficient resource allocation. As network 
density increases, these factors become increasingly critical, 
making DUDe a preferable choice for future 5G networks with 
high UE density. 

In the set of Figures 5 to 19, in both scenarios, 'x' represents 
the average transmission power of the UEs Upon analyzing 
these figures, the following conclusion can draw: Increasing the 
transmission power of a UE results in a greater than 60% 
likelihood of establishing a DUDe association. Especially when 
the transmission power exceeds 10 dBm, the likelihood of 
DUDe correlation notably increases to over 50%. Also, with a 
stronger signal, which means a higher SNR value, a steady 
increase was observed in the DUDe correlation probability. 
Based on the insights gained in Figures 5 to 19 and the data 
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presented, it can be asserted that the DUDe scenario requires less 
transmission power to achieve similar outcomes compared to the 
coupled scenario. This observation has several benefits: it 
implies reduced BS power consumption, more efficient user 
service, and a higher overall level of user satisfaction compared 
to the coupled scenario. 

 

VIII. CONCLUSION AND FUTURE WORK 

In conclusion, this study has conducted a thorough 
comparison of the energy efficiency between DUCo and DUDe 
within a 5G HetNet. The findings clearly demonstrate that 
DUDe is a more energy-efficient method for achieving 
comparable network performance, as it requires less energy 
consumption. The evidence from our analysis indicates that 
DUDe holds a significant promise for reducing energy use in 
5G networks. By decoupling the downlink and uplink 
transmissions, DUDe optimizes resource utilization and 
reduces energy consumption while maintaining high-quality 
network performance. 

This research underscores the potential of DUDe to 
contribute to more sustainable and efficient network operations. 
The advantages of separating DL and UL transmissions are 
evident in the enhanced energy savings and improved network 
reliability observed in our evaluations. These benefits not only 
support cost-effective network management but also align with 
broader environmental goals by lowering the overall carbon 
footprint of wireless communication systems. 

Looking ahead, future research could explore further 
optimization of bandwidth allocation using the DUDe 
approach. By strategically allocating bandwidth to each cell, it 
is possible to enhance energy efficiency even further, minimize 
interference, and maximize throughput. This would involve 
developing advanced algorithms for dynamic bandwidth 
management that can adapt to varying network conditions and 
demands. Additionally, examining the scalability of DUDe in 
different network configurations and deployment scenarios 
would provide valuable insights for its broader implementation. 

Further investigation into the integration of DUDe with 
emerging technologies, such as machine learning and artificial 
intelligence, could also yield significant improvements in 
network efficiency and performance. These technologies can 
enable more intelligent and adaptive resource management, 
further enhancing the benefits of the DUDe method. 

In summary, DUDe presents a compelling case for adoption 
in future 5G network deployments due to its superior energy 
efficiency and potential for resource optimization. Continued 
research and development in this area will be crucial for 
realizing the full potential of DUDe and achieving more 
sustainable and high-performing wireless communication 
networks. 
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Abstract—Software-defined networking (SDN), which enables
flexible routing control based on communication content, has
been widely studied as a countermeasure against possible attacks
on the data plane by compromised SDN switches and hosts. We
previously proposed a byte consistency verification method that
uses information such as transfer volume collected from SDN
switches to detect anomalous communications, even when the
communications are encrypted. In addition, we improved the
anomaly detection performance of this method by implementing
high-precision time synchronization and an SDN switch function
for each host. In this study, we extend the scope of information
collection to each host (in addition to SDN switches) and
propose a data plane anomaly detection method that monitors
the communication volume of each process at each host. We
also propose a method that automatically adjusts the threshold,
which can be set individually for each node, used for detection.
Furthermore, we implement and evaluate the proposed method
on a network testbed. The results confirm that it can be used to
improve anomaly detection accuracy.

Index Terms—Software-defined networking; Data plane verifi-
cation; Byte consistency verification; Anomaly detection.

I. INTRODUCTION

This paper is an extended version of our study presented
at the Twentieth International Conference on Networking
and Services (ICNS 2024) [1]. Network equipment that uses
software-defined networking (SDN) and network functions
virtualization (NFV) technology has recently been introduced
into carrier and data center networks; further widespread use
is expected [2]. Unlike conventional router devices, which
have fixed settings, SDN enables flexible routing control using
various types of information, such as the content of transmitted
data, information on sending and receiving terminals, and
networks passed through. The SDN switches that make up an
SDN network cooperate according to control information from
the SDN controller, enabling fine control of communication on
a flow-by-flow basis.

In the operation of SDN, it is important to ensure com-
patibility with security-related technologies. Encrypted com-
munication is becoming a mainstream measure against infor-
mation leaks, with Google reporting that 95% of its total
communication traffic was encrypted as of November 2023
[3]. While encrypted communication can ensure end-to-end
security, it makes it difficult for network operators to use intru-
sion detection and prevention systems, which provide security
by checking the payload of exchanged packets. In addition,
network administrators must also be aware of countermeasures
against SDN switches and silent failures. SDN networks are
often realized using software switches, making them possibly
more vulnerable than networks consisting of conventional
hardware switches [4] [5] [6] [7]. Specifically, SDN controllers
may not be able to detect SDN switches that are compromised
or defective. To solve these security issues, byte integrity
verification has been proposed, where anomalies are detected
by collecting and processing communication status data from
a group of SDN switches.

We previously proposed a method for increasing the gran-
ularity of anomalies that can be detected in SDN commu-
nications by using high-precision time synchronization via
IEEE1588 PTPv2 [8] to ensure the time resolution of collected
communication status data and by handling transfer volume
information in units of flows [9]. Furthermore, to solve the
problem of conventional byte consistency verification, where
the accuracy of information collected from a terminal SDN
switch cannot be verified, we developed a method for ex-
panding the range of devices that can detect anomalies by
incorporating a reporting function similar to that of SDN
switches in the host connected to a terminal SDN switch [10].
The results of our previous research indicate that the quality
and variety of data that can be collected from SDN switches
and hosts are useful for improving the anomaly detection
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performance of SDN.
In this paper, we confirm the applicability of byte consis-

tency verification for anomaly detection in SDN networks by
collecting communication status data for each host. In our
approach, statistical data on the communication status, which
can be obtained using commands provided by the host operat-
ing system (Linux), are formatted to be compatible with SDN
networks. They can be used by SDN controllers and nodes that
perform byte integrity verification. We implement this method
on a network testbed to obtain per-process communication
volume information measured at each host and confirm that it
is applicable to anomaly detection in SDN networks.

In addition, a conventional anomaly detection method (see
Section II) depends on the knowledge and experience of the
administrator because the threshold values need to be set
manually. Since conventional methods use the same thresh-
old value for the entire network, they cannot detect minute
anomalies or identify the location of anomalies. To address
these issues, we propose and implement a method for detecting
anomalous switches that automatically sets the threshold value
for each node individually. The improvement in anomaly
detection accuracy is determined through experiments using
a testbed.

The rest of this paper organized as follows. Section II
describes related techniques and existing research. Section
III explains the proposed network verification scheme, which
deals with the process-level communication volume of hosts.
Section IV describes the dynamic adjustment of thresholds.
Section V describes an experiment in which the proposed
method was implemented on a testbed. Section VI discusses
considerations based on the results of evaluation experiments.
Finally, Section VII presents the concluding remarks.

II. RELATED WORK

In this section, we review related technology and existing
research.

A. Software-Defined Networking

SDN allows network devices to be centrally controlled
through software. In a conventional network, shown in Fig-
ure 1, the network administrator configures each router for
routing control. The router forwards packets according to its
configuration. In contrast, in an SDN network, forwarding
control instructions can be issued to all SDN switches by
configuring the SDN controller. The SDN switches perform
packet forwarding based on these instructions. Therefore, SDN
allows dynamic control based on the operation status of each
SDN switch. Flexible control in SDN is achieved by separating
the data plane, which handles data forwarding functions, and
the control plane, which handles control functions [11].

OpenFlow [12] is widely used for implementing SDN.
There are several OpenFlow controller implementations, such
as Floodlight [13]. Although SDN allows for flexible control
of the network, several security issues have been reported [4]
[14]. For example, there are known attacks in which malicious
switches attack the data plane or mislead the SDN controller

about the network topology. Methods have been developed to
solve these problems [5] [6].

B. Data Plane Security in SDN

If an SDN network is compromised, unintended packets
may be discarded or generated and routes may be changed. To
prevent such problems, verification techniques can be used to
protect the data plane. SPHINX verifies compromised switches
using byte consistency verification [5]. This method detects
anomalies by having each switch collect and compare transfer
volume information.

Figure 2 shows the operation of byte consistency verification
by SPHINX. A report of the forwarding volume information
from each switch is received. Based on the received infor-
mation, the method calculates a moving average (

∑
) of the

transfer volume information for each SDN switch and a value
(
∑

avg) obtained by averaging the moving average for each
SDN switch over all SDN switches. Then, the method checks
whether the average value deviates from the moving average
value of each SDN switch by the inequality in Equation 1
using a predetermined value of threshold τ .

1

τ
<

∑∑
avg

< τ (1)

If threshold τ is excessively small, false positives (FPs) are
likely to occur; if it is excessively large, false negatives (FNs)
are likely to occur. The appropriate value of τ depends on
the network configuration and type of switches used. It is
thus necessary to set an appropriate value for each network.
Since SPHINX performs byte integrity verification using net-
work switch forwarding volume information, it cannot verify
whether an edge switch is malicious and it does not support
flow aggregation. Various other SDN data plane security
measures have been proposed [14].

C. WhiteRabbit

As described in Section II-B, for SPHINX, detection accu-
racy is affected by variations in the timing of obtaining statistic
information from switches. To address this issue, WhiteRab-
bit reduces the deterioration of verification accuracy due to
acquisition timing deviations by using IEEE1588 PTPv2 for
high-precision time synchronization and scheduling the timing
of the acquisition of transfer volume information [9]. However,
WhiteRabbit, like SPHINX, does not verify edge switches and
does not support flow aggregation.

D. Edge Switch Validation with In-host Switches

As mentioned in Sections II-B and II-C, byte consistency
verification using only SDN switch information cannot verify
edge switches. To solve this problem, we previously proposed
a method for obtaining the communication volume of each
host [10]. This method builds a switch inside the host to
obtain the host’s communication volume and behaves like any
other SDN switch, allowing byte integrity verification between
the edge switch and the host. However, the method requires
the threshold τ in Equation 1 to be larger than that for the
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Fig. 2. Byte consistency verification by SPHINX.

conventional method, which may make it miss minute network
anomalies or attacks that take place in a very small amount
of time.

III. PROPOSED METHOD

To overcome the issues described in Section II, in this
section, we describe a network verification scheme that deals
with the process-level communication volume of hosts. Figure
3 shows an overview of the proposed method. As shown,
host information is collected by implementing an in-host
information collection function on hosts in a conventional
SDN network. In addition, we deploy a host information
collection server to compare the SDN controller’s collection
of each SDN switch’s forwarding volume information. This
allows the verification system to perform host-information-
aware verification. This system improves the accuracy of
detecting abnormal networks by classifying communication
volume using detailed host information, which cannot be
obtained using the conventional method.

This system requires the implementation of the following
two functions.

1) A function for each host to send its collected data
(process-level traffic information) to the host information
collection server.

2) A function for the SDN controller to send the traffic
information of each switch to the host information
collection server.

In addition, the host information collection server needs to
know which host sent the data and compare the data with
the transfer volume information of each switch. Furthermore,
each host needs to implement a function to collect its own
process-level traffic and send the collected information to the
server.

A. Host Information Collection Server

The host information collection server monitors the traffic
information of all hosts that have executed the intra-host
information transmission agent and alerts the user according
to the conditions based on the statistics of the traffic infor-
mation. The host information collection server collects per-
process communication volume information from each host,
compares it with the transfer volume information of each
switch collected by the SDN controller, and sends an alert
to the network administrator if any abnormality is found.

B. Host Information Collection Agent

The host information collection agent, which is imple-
mented on each host, executes the ss (socket statistics)
command provided by the Linux operating system as an
external command to obtain the cumulative number of received
packets as statistical information for each process. Then, the
agent sends the acquired information to the host information
collection server. By repeating these processes periodically,
the host information collection agent collects transfer volume
information for each host.

IV. AUTOMATIC ADJUSTMENT OF THRESHOLD

In this section, we describe a method that automatically sets
threshold τ for byte consistency verification and allows the
threshold to be fine-tuned for each node, thereby improving
the granularity of anomaly detection. As described in Section
III, in our scheme, the SDN controller collects transfer volume
information from the host switches and from each SDN switch.
The anomaly detection system uses this information to detect
anomalies. Conventional anomaly detection methods such as
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SPHINX require manual setting of threshold values used for
detection at the discretion of the administrator. In contrast, we
automate the setting of threshold values used for detection so
that they can be adjusted without relying on the knowledge and
experience of the network administrator. This also allows the
setting of individual thresholds for nodes, which is not possible
with the conventional method. Setting an appropriate threshold
for each node enables the detection of minute anomalies and
the identification of switches with anomalies that are missed
with the conventional method.

A. Calculation Method

The first step in the thresholding calculation is to determine
the reference threshold value, as shown in Equation 2. Figure
4 shows an example of switch placement. As shown, when
traffic flows from left to right, the switch closest to the origin
is defined as FormerSwitch (FSW) and the switch closest
to the end is denoted as LatterSwitch (LSW) .

Reference Threshold =
FSW ′s transfer volume

LSW ′s transfer volume
(2)

Then, as shown in Figure 5, the upper and lower threshold
limits (tolerance rate) are set and the reference threshold is
given as the range ± x %. By giving the threshold as a range,
the sensitivity of anomaly detection can be adjusted and FPs
can be prevented.

B. Individual Threshold Setting for Nodes

Figure 6 shows the method used to set individual threshold
values for nodes. Using the calculation method described in
Section 3.2, threshold values τ1–τ4 are set between nodes

host Latter
Switch

Former
Switch

host

Fig. 4. Example of switch placement.

Lower Limit
τ-x%

Benign

An
om
al
y

Upper Limit
τ+x%

An
om
al
y

Fig. 5. Threshold tolerance.

SW1 and SW2, SW2 and SW3, SW3 and SW4, and SW4
and SW5, respectively. By setting individual threshold values
in this way, it is possible to identify which threshold value
was used to detect an anomaly and thus the switch to which
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that threshold value was assigned can be identified as the
anomalous switch. In the example shown in Figure 6, the
anomaly is detected at threshold value τ4, which means that
SW4 is anomalous.

V. EXPERIMENT

A. Environment

To verify and evaluate the operation of the host information
collection function based on this method, we implemented an
experimental network on DeterLab, a network testbed operated
by the University of Southern California Information Sciences
Institute and the University of Utah [15].

We used a total of 12 nodes on DeterLab, each with an SDN
controller, a verification component, SDN switches (7 nodes),
and hosts (4 nodes). As shown in Figure 7, the network for
this experiment had a tree network topology with Depth = 2
and Fanout = 2, where Depth indicates the depth of the
hierarchy from the root node and Fanout indicates how many
nodes are connected in one branch.

Table I shows the specifications of the MicroCloud on
DeterLab used in this experiment. All 12 nodes in this ex-
periment used equipment with the same specifications. We

TABLE I
SPECIFICATIONS OF MICROCLOUD NODES IN DETERLAB USED IN

EXPERIMENT.

Type Specifications

CPU
Intel(R) Xeon(R) E3-1260L Quad-Core Processor Running

at 2.4 GHz

Memory 16 GB

Storage 250 GB SATA Western Digital RE4 Disk Drive

OS Ubuntu 16.04 LST

used Floodlight v1.2 [18] as an SDN controller. We also
implemented an OpenFlow proxy, stopcock, between the group
of switches and the controller as the verification component for
route verification. ofsoftswitch13 EXT340 [19] was used as
the SDN switches. Since this experimental network consisted
of actual equipment rather than simulators or emulators, the
evaluation environment was close to that in actual operation.

B. Evaluation of Detection Accuracy

In this section, we describe an experiment conducted to
determine the anomaly detection accuracy for the proposed
method and the conventional method SPHINX. In this eval-
uation experiment, we investigated the effectiveness of the
thresholds automatically set by the proposed method and
the effect of partial threshold setting on anomaly detection
accuracy.

We used the FN rate for malicious traffic and the FP rate
for benign traffic as evaluation metrics. We measured TCP
communications over a five-hop path using iperf and compared
the anomaly detection accuracy of the proposed method with
that of SPHINX based on the amount of forwarded data sent
from each switch to the SDN controller.

1) False Negative Rate: We set up a link with a loss rate
between SW0 and SW1 and discarded packets on this link, as
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Fig. 8. FN rate comparison between SPHINX and proposed method.

shown in Figure 7. The link loss rates in this experiment were
0.5%, 1.0%, 1.5%, and 2.0%.

Figure 8 shows a comparison of the FN rate between the
proposed method and SPHINX. The vertical axis indicates the
FN rate and the horizontal axis indicates the tolerance rate x
%, which is a ± x % variation of the reference threshold
obtained in Equation 2 in Section IV-A. An FN rate that is
sufficiently low in the range where the tolerance is greater
than 0% indicates that there is no detection failure (i.e., that
anomalies were detected). For SPHINX, the FN rate increased
rapidly when the link loss rate was 0.5%, with the tolerance
rate increasing from 0%. This indicates that SPHINX was
unable to detect an anomaly when the link loss rate was 0.5%.
In contrast, for the proposed method, when the link loss rate
was 0.5%, the FN rate remained at 0 up to a tolerance rate of ±
0.1%, confirming that our method could detect anomalies. The
results for a link loss rate of 2.0% indicate that the tolerance
rate x at which the FN rates for SPHINX and the proposed
method begin to increase is 0.7% and 0.9%, respectively.

2) False Positive Rate: We measured the FP rate after
generating traffic flows, as done in the evaluation of the FN
rate. Figure 9 compares the FP rates for SPHINX and the
proposed method. As shown, the tolerance rate at which the
FP rate becomes zero is 0.6% for SPHINX and 0.4% for the
proposed method.

C. Effect of Threshold Calculation Method

To evaluate the effectiveness of the threshold calculation
method presented in Section IV-A, we evaluated the FN
and FP rates using another threshold calculation method that
automatically sets the threshold. The calculation method is
shown in Equation 3.

Reference Threshold =
Ingress SW ′s transfer volume

Egress SW ′s transfer volume
(3)
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Fig. 9. FP rate comparison between SPHINX and proposed method.

1) False Negative Rate: As done above, the link loss rate
was set to 0.5%, 1.0%, 1.5%, and 2.0%. Figure 10 shows a
comparison of the FN rate between the proposed threshold
calculation method, shown in Equation 2, and the calculation
method in Equation 3. For a link loss rate of 0.5%, minute
anomalies were detected only when the proposed method was
used. It can also be seen that the proposed method has a larger
tolerance rate x at which the FN rate begins to increase when
the link loss rate is 2.0%.

2) False Positive Rate: The FP rate was measured after
traffic flows were generated for the evaluation experiment.
Figure 11 shows a comparison of the FP rate between the
proposed threshold calculation method, shown in Equation 2,
and the calculation method in Equation 3. The acceptable rate
at which the FP rate becomes zero is 0.4% for the proposed
method and 0.8% for the calculation method in Equation 3.

VI. CONSIDERATIONS AND DISCUSSION

A. Comparison of SPHINX and Proposed Method

When there is a link with a loss rate, the FN rate increases
rapidly for SPHINX, with the tolerance rate increasing from
0% when the link loss rate is 0.5%. This result indicates that
SPHINX is unable to detect an anomaly when the link loss rate
is 0.5%. In contrast, for the proposed method, when the link
loss rate is 0.5%, the FN rate remains at 0 up to a tolerance
rate of ± 0.1%. This indicates that the proposed method can
detect minute anomalies that SPHINX cannot.

In the experiment with a link loss rate of 2.0%, the tolerance
rate x at which the FN rates for SPHINX and the proposed
method begin to increase was 0.7% and 0.9%, respectively.
This confirms that the proposed threshold setting method is
superior to that of SPHINX.

For benign traffic, the tolerance rate at which the FP rate
becomes 0 is 0.6% for SPHINX and 0.4% for the proposed
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Fig. 10. FN rate comparison between proposed threshold calculation method
and alternative method in Equation 3.

method. The FP rate is thus not considered to be significantly
different between SPHINX and the proposed method. As can
be seen in Figures 8 and 9, the acceptable rate of no false
detection and no missed detection for the proposed method
is 0.4% to 0.9%. Link loss rates of 1.5% and 2.0% within
this range can be correctly detected without false detection or
missed detection.

These results show that there is a trade-off between the
FN rate and the FP rate. The improved FN rate for the
proposed method despite similar FP rates between SPHINX
and the proposed method can be attributed to the improvement
in anomaly detection accuracy by the automatic setting of
individual thresholds.

B. Discussion of Threshold Calculation Methods

As described in Section V-C, to evaluate the validity of the
threshold calculation scheme of the proposed method, the FN
and FP rates obtained for an alternative calculation method
were compared. Regarding the FN rate, it was confirmed that
the alternative calculation method was unable to detect small
link loss rates (i.e., small anomalies). In addition, the threshold
tolerance X was larger for the proposed method for all link
loss rates. Regarding the FP rate, the proposed method had
an FP rate of 0.4% and the alternative method had an FP rate
of 0.8%. These results confirm the validity of the proposed
threshold calculation method.

VII. CONCLUSION

This study proposed a method for collecting forwarding
volume information for each host in an SDN network to
improve network verification accuracy.

The threshold values used for detection are automatically set
so that they can be adjusted without relying on the knowledge
and experience of the network administrator. This allows the
setting of individual thresholds for nodes, which is not possible
with the conventional method. Setting an appropriate threshold
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Fig. 11. FP rate comparison between proposed threshold calculation method
and alternative method in Equation 3.

for each node enables the detection of minute anomalies and
the identification of switches with anomalies that are missed
with the conventional method.

We evaluated the effectiveness of the automatically set
thresholds and the impact of the threshold range. The results
confirm that the proposed method improves the FN rate and
maintains the FP rate compared to those for SPHINX. The
improvement in the FN rate and maintenance of the FP rate
confirm the effectiveness of the proposed threshold calculation
method and demonstrate that applying individual thresholds
improves anomaly detection accuracy.
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Abstract—This paper introduces the LoRaWAN Collaboration 
Framework (LCF), a strategic blueprint for deploying and 
managing LoRaWAN infrastructures in smart cities with an 
emphasis on rural and small municipalities. LoRaWAN 
technology distinguishes itself by its capability to support long-
range, low-power IoT applications, making it ideal for 
extensive and sparsely populated areas. The LCF aims to 
address common challenges in these settings, such as limited 
technical expertise, financial constraints, and the need for 
cross-municipal cooperation. It outlines roles and 
responsibilities across various stakeholders including 
municipal authorities, IT service providers, application 
developers, and end-users. The framework emphasizes the 
balance of technological, economic, social and ecological 
sustainability in line with the United Nations' Sustainable 
Development Goals. In this paper, we describe the experiences 
from several LoRaWAN projects in small towns and 
municipalities in Germany and give some insights to these use 
cases, the derived collaboration framework, and other 
arguments to consider before implementing LoRaWAN 
infrastructures. 

Keywords-component; Service delivery; collaboration; 
sustainability; smart city; infrastructure; LoRaWAN 
Collaboration Framework (LCF) 

I.  INTRODUCTION  
Sustainability [1] and efficient resource utilization is an 

indispensable reality of today's world. Sustainability is the 
primary element to execute all development goals that are a 
part of Sustainable Development Goals 2030 [26] and a 
sustainable earth for all stages of life [2, 3]. It is assumed to 
be the ultimate target of not only the United Nation, but of 

many developed and developing countries [4,5] and for 
example the World Economic Forum. Lastly, it is expected 
that sustainability brings long lasting socio-economic 
benefits to the general masses and the environment [6]. 

To achieve this, a significant variation in control and 
monitoring conditions is required, which underlines the 
importance and high demand for digitalization in the future. 
The Internet of Things (IoT) is helping to minimize the 
difference between the digital world and the physical world. 
Cities may tackle this demand with the help of Internet of 
Things technologies and develop smarter cities. Long-range 
wide-area-networks (LoRaWANs) are a big contribution in 
this development, as their range and costs are well-suited for 
providing a network infrastructure for smart city 
applications. 

The biggest advantage of LoRaWan lies in the high range 
and its efficient energy consumption. A single gateway can 
cover distances up to 5 kilometers in urban settings and up to 
15 km in rural areas. The range is dependent on various 
variables, for example, if there is no impediment between the 
transmitter and the receiver, the range can also increase, 
whereas the presence of an hindrance (buildings, trees, heavy 
rain, snow) can affect the signal quality negatively and 
reduce the range drastically. That means in order to cover a 
larger area, multiple gateways or a stronger LoRaWAN 
gateway antenna are necessary. Although the range depends 
on the environment and other obstacles, it still has the most 
advanced and reliable power transfer balance when 
compared to other communication technologies. 

LoRaWAN provides wireless data transmission that is 
comparable to Wi-Fi and Bluetooth but has its own distinct 
properties. LoRaWAN is a low-power wide-area network 



60International Journal on Advances in Networks and Services, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/networks_and_services/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

(LPWAN) technology that facilitates communication of 
connected devices covering long distances while consuming 
low energy [7]. This makes LoRaWAN particularly 
appropriate for rural areas. The LoRa Alliance developed 
LoRaWAN specification, whose basic modules as open-
source software are available [8]. 

LoRaWAN is an enabler technology [9] that not only 
helps achieve the Sustainable Development Goals (SDGs) by 
measuring climate impacts, soil moisture, sealing, modal 
split, water levels et cetera but it also allows for automating 
and initiating counter measures, for example to save CO2-
binding trees, moorland and so on. 

Despite the growing need, only technical experts can 
perform the required construction work, data integration, 
processing, and visualization required for an end-to-end 
LoRaWAN use case, and small towns and municipalities 
cannot maneuver this alone. This group lacks basic technical 
knowledge and has insufficient human resources – in 
particular IT staff. Moreover, there are only limited financial 
resources available for digitalization. Hence, many projects 
concerning IoT or “smart city” are conducted using third 
party funding (public or private) instead of household 
budgets, or not at all. 

Despite the urgent need for climate adaptation at all 
levels, the willingness of small towns and communities to 
contribute to climate goals, and the relatively low cost of 
LoRaWAN, in many cases this is not enough to build 
technically and organizational sustainable LoRaWAN 
infrastructures in these regions. This raises the question of a 
common operating model for LoRaWAN in rural areas, for 
example across several small towns and municipalities. This 
would demonstrate efficiency and cost benefit (cost savings, 
volume benefits, and production efficiencies) to be attained 
that would make a business economically viable. That can 
only be achieved if all the required actors have clear areas of 
responsibility and associate the LoRaWAN infrastructure 
with a benefit for themselves. 

There is a clear need for a framework that:  
 defines responsibilities for different 

stakeholders in LoRaWAN projects,  
 balances ecological, economic, technical, and 

social objectives, and 
 enables local authorities and municipalities to 

sustainably operate LoRaWANs. 
Therefore, in this paper we propose the LoRaWAN 

Collaboration Framework (LCF), which addresses and tries 
to solve these issues. 

The rest of this paper is organized as follows: Section II 
describes the related work in the areas of sustainability and 
LoRaWAN service management. Section III describes how 
we gained our findings and gives some insights into our use 
cases. Section IV describes the framework including the 
responsibilities of the various stakeholders and the 
organizational interfaces and other arguments to consider 
before implementing LoRaWAN infrastructures from a rural 
municipalities or rural town’s point of view. The conclusions 
close the article. 

II. RELATED WORK 
Due to its impact on the economic and social sphere, 

digitalization is no longer seen as an isolated technical 
phenomenon. Digitalization as an encompassing process is 
related to massive changes in the economic production, in 
communication patterns and in other social aspects of 
everyday life and therefore has an influence on the society.  

 LoRaWAN technology helps in attaining Maslow's 
hierarchmuof needs along with sustainability. It's the 
hierarchy level that distributes the term “need” into 
five components, i.e., physiological needs (air, food, water), 
security needs (health, security, financial performance), 
social needs (relationships and belonging), respect needs and 
self-actualization needs. LoRaWAN supports the first two 
base levels of Maslow's hierarchy of needs (physiological 
needs and security needs). As they are foundation levels, the 
other three levels cannot be achieved until these are attained.  

Nölting and Dembski found that digitalization, as a 
process, has no normative direction itself, but, in contrast, is 
governed by individual and organizational entities in 
accordance with their own goals [10]. Digitalization 
technologies such as LoRaWAN provide many 
opportunities, which can or cannot be used in terms of 
sustainability in its diverse dimensions. Due to this, some 
authors underline the necessity to regard the big societal 
trends, forward digitalization and sustainability, together as a 
twin transformation. In this setting, digitalization is aimed at 
normative common goals, and functions as an enabler for 
sustainability [11, 12, 13]. 

According to Farsi, Hosseinian Far, Daneshkhah, and 
Sedighi [14] sustainability is important to maintain the basis 
for sustainability assessment. In 1987, the United Nations 
Brundtland Commission defined sustainable as “meeting the 
needs of the present without compromising the ability of 
future generations to meet their own needs” [15], and hence 
highlighted the aspect of inter- and intra-generational equity. 
While sustainability is generally accepted as an important 
goal in our time, it is important to clarify the meaning and 
the different dimensions of the term sustainability as used 
here. In accordance with the current understanding in the 
scientific community, we consider four different dimensions 
of sustainability: technological, economic, social and 
ecological sustainability. 
A. Technological sustainability 

Sustainability of technology means that the IT 
infrastructure can be used and maintained in the long term 
and does not require any extensive adjustments in its 
foreseeable life cycle. No matter who is developing it, a 
sustainable combination of software technologies that are 
used together (i.e., “tech stack”) should therefore be 
beneficial in the long term.  

This also includes a reference data model for a clear 
database that is compatible with data from other 
municipalities. Such a data model would have to define 
which data is recorded by which sensor in which 
configuration. Even with seemingly straightforward devices 
such as soil moisture sensors, various critical factors—such 
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as the depth of installation, soil type, measurement intervals, 
and calibration—significantly affect the data obtained. 
Moreover, it delves into the data's transformation processes 
throughout its lifecycle, including storage practices (data 
lineage), the mechanisms of data provision, and its semantic 
description. Finally, the integration of the data into broader 
metadata portals is essential for maximizing utility and 
accessibility. By capturing comprehensive, structured 
metadata, municipalities can ensure data quality, 
interoperability, scalability, and long-term utility. 
LoRaWAN is an emerging technology that is helping in 
technological sustainability across cities, utilities and 
buildings. It helps in regulating traffic to find a park space in 
an overcrowded urban area. It increases productivity and 
efficiency not only for the provider but also for the 
consumer, for example, to adaptability of power grids in 
extreme weather conditions. In other words, LoRaWAN has 
the right blend of market position, technology with the aim 
of sustainability that gives LoRaWAN an engrossing 
redeeming feature and appealing aspects. 

B. Economic sustainability 
Ikerd defines economic sustainability as scarcity, 

efficiency, and sovereignty [16]. Technology is nowadays an 
important factor of the economy, businesses and companies 
to achieve economic sustainability alongside monitoring the 
operations and increasing efficiency, productivity and to 
meet needs of the society. 

 
To increase the economic sustainability, private and 

public companies, universities, and colleges should 
contribute their knowledge and services. It is important to 
process the division of labor. Economic efficiency and thrift 
often meet each other, for example, when reduced 
consumption of resources and energy correspond with lower 
financial costs. Sustainability in terms of economy also 
refers to long-term usability of investments. In the case of 
building a LoRaWAN infrastructure, a municipality must be 
convinced that the benefit will exceed the costs of 
implementation (economic viability). This can be achieved, 
for example, by reducing personnel costs for manual reading 
of measured values and other routine activities that can be 
automated using actuators and sensors. 

C. Social sustainability 
This dimension of sustainability considers that social 

equity and cohesion continue to be indispensable for 
sustainable development. Social sustainability refers to equal 
opportunities for “good living” and participation in the 
society for every individual [12]. With LoRaWAN 
technology in municipalities, the participation of citizens can 
be strengthened by promoting citizen science projects to 
utilize the collected data for their own needs, or to improve 
the local provision of public services. 

A socially sustainable LoRaWAN model prioritizes 
accessibility, benefits all segments of society, and fosters 
positive community impacts. For example, low-cost 
connectivity and easy deployment foster the development of 
local solutions that address specific community challenges, 

such as agriculture, healthcare, education, and environmental 
monitoring. Robust data protection measures must be in 
place to safeguard user privacy and enhance trust in 
LoRaWAN services. To tailor LoRaWAN installations to the 
needs and priorities of the community, collaboration with 
local authorities and community groups is required. 

The three dimensions of social, ecological, and economic 
sustainability are all part of the sustainable development 
approach. Consequently, they are all represented in the 17 
sustainable development goals of the United Nations [26]. 
The challenge for practitioners is to find integrated solutions 
to achieve these goals in a holistic way. 

D. Ecological sustainability 
Ecological sustainability refers to the reduction of 

consumption and pollution of natural resources and energy. 
The main goal is to preserve the biosphere [12]. The question 
here is how technology such as LoRaWAN can be helpful in 
the protection of natural resources. Examples are the 
monitoring of environmental data in combination with sensor 
technology, which can be implemented in the countryside, in 
parks, and in nature related industries such as agriculture. In 
the field of agriculture, the monitoring data can be used to 
reduce herbicides, fertilizers, irrigation and allows precision 
farming [17]. Other use cases in that field appear when 
looking at sensors that measure air pollution or traffic 
dynamics, in order to take measures for improvements. In 
addition, IoT solutions can be also used for the prediction of 
extreme weather conditions including heat, flood, storm and 
wildfire. It is possible to gather data, which has not been 
measured before or to provide data in a better quality and 
frequency than before. The data puts the local and regional 
entities in a better position to take measures of precaution 
rather than only on repairing damages. 

The three dimensions of economic, social, and ecological 
sustainability are all part of the sustainable development 
approach established by the United Nations. Some 
institutions have already shifted from the equality of the 
three dimensions to a perspective where the SDGs are 
organized in a hierarchical structure. Following the 
dependencies of social and economic life on an intact 
biosphere (see, e.g., [12]), the ecological dimension is 
prioritized due to building the ground for the social and 
economic sphere [18]. In line with this, an increasing number 
of institutions recommend municipal services of general 
interest on sustainability [12, 19]. The challenge for 
practitioners is to find integrated solutions for meeting the 
requirements of these goals in a holistic way. 

The scientific discourse on the role of digital 
technologies in sustainability is ambiguous. On the one hand, 
digital technologies, including IoT technologies, support 
progress in sustainability, and on the other hand, they can be 
part of the problem [11, 17, 19]. 

Nonetheless, the awareness on the relationship of IoT 
technology and sustainable development is still limited. An 
analysis of the World Economic Forum came to the 
conclusion that, in 2018, 84% of IoT deployments (including 
the private sector) had the potential to address the 
Sustainable Development Goals that have already been 
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addressed. Another conclusion they found was that aligning 
IoT with development goals did not reduce their commercial 
viability [20]. 

E. LoRaWAN Service Management  
Information Technology Service Management (ITSM) is 

a process-focused discipline that is concerned with the 
efficient and structured delivery and support of IT services 
[21]. While the concept and its popular implementation, the 
IT Infrastructure Library (ITIL), have long been known and 
practiced, no work could be found examining the application 
of service management principles to the LoRaWAN realm. 

LoRaWAN sensors and smart city applications have been 
thoroughly compiled by Bonilla, Campo Verde and Yoo 
[22]. The contributions edited by Song, Srinivasan, Sookoor, 
and Jeschke [23] as well demonstrate the breadth of smart 
city and IoT applications, but also the need for sustainable 
operating models and service management. 

Zanella et al. [24] found that smart city projects can be 
complex due to heterogeneous technology (wireless 
transmission standards, sensors, software architecture), the 
multitude of different use cases, and the integration of data 
sources and sinks in order to facilitate diverse digital 
services. 

However, most of these findings are based on case 
studies in larger cities. While extensive research exists on 
LoRaWAN infrastructure in rural areas, showcasing 
applications such as agriculture, smart meters, and fire 
monitoring. No specific studies could be identified that is 
concerned with LoRaWAN infrastructure for small towns 
and rural areas with low population density that still want to 
leverage the technology. 

III. METHOD 
We draw our experience from several projects in 

Germany in which we established LoRaWAN 
infrastructures, deployed sensors of different types, and 
created data visualizations. We synthesized our findings 
from projects in the municipalities Michendorf, Rüdersdorf, 
and Wiesenburg, and the town Brandenburg an der Havel.  

The town of Brandenburg an der Havel is the home of the 
university where a part of the research team is located. The 
rural municipalities are nearby, and have contacted us 
following initial reports of successful deployments. We 
therefore assume that these are municipalities that are 
consciously seeking to drive digitalization forward. In some 
cases, we have already come across acquired funding or 
ongoing smart city efforts.  

Table I illustrates the details of the covered sites. All 
projects deal with technology transfer in the sense that the 
university research team applies their knowledge and skills 
to practical problems of local companies and municipal 
administrations. Some of the projects are still ongoing, so 
findings might not be conclusive. Areas of application of the 
different projects include soil moisture, water temperature, 
water level, parking spots, presence detection, people 
counting, and traffic counting. 

After clarifying project goals and scope, the project team 
selected and configured appropriate gateways, sensors, and 

data visualization platforms. The town or municipality then 
usually installed the configured sensors themselves. 
However, a large part of the project duration was spent 
coordinating with various project participants, organizing 
site visits, and waiting for service providers, key supporters 
from within the administration, or decision makers to clarify 
responsibilities. We had to explain to authorities and network 
operators that the technology is safe and will not interfere 
with other radio equipment. Site visits usually took a lot of 
planning and alignment due to the various ownership 
structures of buildings, in particular, towers and other tall 
structures that are already used for other purposes, e. g., 
sirens and webcams of fire departments, air traffic beacons, 
and other radio cell systems.  

TABLE I.  OVERVIEW OF PROJECT SITES 

Site Population Pop. 
density 
(people 
per sq. 

km) 

Time 
frame 

Deployment Types of 
Applications 

Brandenburg 
an der Havel 

72,100 320 2022-
2024 

12 gateways, 
25 sensors 

weather 
stations; 
people 

counter; water 
level 

Rüdersdorf 15,500 228 2024 2 gateways, 
~10 sensors 

garbage can 
levels; water 
level; indoor 
temperature, 
humidity and 
movements 

Michendorf 11,600 202 2023 2 gateways, 
38 sensors 

traffic 
counter; 
parking 
counter 

Wiesenburg 4,900 19 2022-
2024 

4 gateways, 
30 sensors 

soil moisture; 
water level 

 
Funding has been and is a crucial part of every project. 

Limited short-term funding is usually available, particularly 
for the procurement of sensors. Due to the way public 
budgets are planned, there is rarely a permanent funding 
option for LoRaWAN projects. These are often seen as one-
off digitization or technology evaluation projects. 

As part of these endeavors, we had frequent talks with all 
involved stakeholders, such as the municipal administrations, 
regional utilities, private network suppliers and end-users 
from other areas such as citizen science and climate 
initiatives. By accompanying and promoting these processes 
we learned not only that LoRaWAN projects tend to face 
similar difficulties in different places, but also that there are 
many similarities in the needs and capabilities of the 
stakeholders involved. 

Analyzing and conflating these learnings led to the 
creation of an operational template for LoRaWAN 
infrastructure and services. This framework names the 
individual actors as well as their tasks, or responsibilities, in 
the process of establishing said infrastructure to meet all 
requirements of the participating stakeholders and especially 
the end-users. 
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Before laying out the collaboration framework, we 
provide a closer look at two of the projects from different 
perspectives, in order to illustrate our experiences: 

A.  Project in Wiesenburg 
In Wiesenburg, we had the chance to accompany the 

establishment of LoRaWAN-Infrastructure and many of the 
strategic processes surrounding it. The initial deployment 
was driven by a citizen science project aimed at establishing 
a network of soil moisture measurement stations. Soon, the 
municipal administration and the office of the Smart City 
project which Wiesenburg shares with its neighboring 
municipality of Bad Belzig, saw the potential for 
cooperation. The municipal administration was interested in 
utilizing LoRaWAN-Sensors for counting visitors to the 
local castle and for monitoring water levels in fire ponds and 
wells. As we accompanied the strategic process, we learned 
about the challenges of elevating a community-driven 
network to the purpose of fulfilling statutory duties of the 
municipal administration, such as different requirements in 
terms of reliability and data storage. On the other hand, 
joining forces with the administration provided substantial 
benefits for the other parties, for example when looking for 
gateway locations and continuous infrastructure support. The 
project is still ongoing: The sensor network continues to 
expand, and different solutions for data storage and 
visualization are under development as of mid-2024. 

B. Project in Michendorf 
The Michendorf Project, launched in 2023, aimed to 

leverage LoRaWAN technology to enhance mobility and 
optimize public services. The project involved the 
deployment of 2 gateways and 38 sensors, specifically 
focusing on park sensors and traffic counting sensors. This 
section, more detailed than the last one, provides a 
comprehensive overview of the project's objectives, 
implementation strategies, costs and economic sustainability, 
the outcomes achieved and challenges encountered. It also 
discusses the sustainability implications of the project, 
including its economic sustainability and its contributions to 
long-term ecological and social benefits. 

 1) Objectives 
The primary goal is to enhance mobility by improving 

local solutions through real-time monitoring and data 
analysis. This includes deploying traffic-counting sensors to 
collect data on various roadways, as well as implementing 
parking sensors to monitor the usage of the 
"Mitnahmebank", a local initiative aimed at optimizing 
public services. The “Mitnahmebank” service is intended to 
make it easier for people without a driver's license or their 
own car to reach the next district outside of bus times. 
Nineteen colorful benches have been placed near bus stops in 
the Michendorf municipal area and are clearly marked as 
“Mitnahmebank”. Anyone who needs a ride can select the 
desired district from the directional sign on the bench and 
then sit down. Passing cars traveling in that direction can 
stop, pick up the waiting person, and drop them off at a 
mutually agreed destination. Additionally, intuitive data 

visualization tools are employed to interpret and present the 
collected data. These tools ensure that the information is 
accessible and actionable for various stakeholders, including 
municipal authorities and citizens, facilitating informed and 
transparent decision-making and effective communication. 

2) Implementation 
Michendorf Project was executed in several phases, each 

focusing on a key aspect of implementation. Initially, 
detailed planning was conducted to identify optimal 
locations for gateway and sensor deployment, with 
coordination from local authorities to ensure necessary 
permissions and support were in place. The project team 
selected and configured the appropriate hardware, including 
gateways and sensors, which the municipality installed under 
the guidance of the university's technical team. To promote 
ecological sustainability, the devices were installed using 
existing structures wherever possible, minimizing 
environmental damage and preventing ecological 
disturbances. Once installed, the sensors began collecting 
data. This data was integrated into a central database for 
structured analysis. Data visualization tools were employed 
to transform the collected data into accessible and insightful 
visual representations. These tools facilitated informed 
decision-making for municipal authorities and ensured that 
citizens remained well-informed and engaged with the 
project's outcomes. The project's successful implementation 
provided enhanced decision-making capabilities to municipal 
authorities, improved infrastructure efficiency, and fostered 
community engagement by providing transparent access to 
the project's insights. By making data-driven decisions, this 
approach also promotes social sustainability by ensuring 
public resources are used efficiently and equitably. 

3) Cost 
The Implementing an IoT network using LoRaWAN 

technology involves several key cost components. The initial 
hardware costs include purchasing gateways and sensors, 
which are essential for data collection and transmission 
within the network. For this project, a total of 2 gateways 
and 38 sensors have been acquired. In addition to hardware, 
managing already connected IoT devices through platforms 
like The Things Network (TTN) incurs costs related to 
subscription or usage fees, particularly as the network grows 
to include more devices. Hosting a LoRaWAN Network 
Server (LNS) also adds financial considerations, 
encompassing server infrastructure expenses, such as hosting 
fees for cloud or physical servers, along with ongoing 
operational costs like maintenance, security, and technical 
support. Michendorf is now actively looking for an 
affordable hosted LoRaWAN Network Server (LNS). 

LoRaWAN devices are designed to be energy-efficient, 
which can significantly reduce operational costs, especially 
when deployed in remote or hard-to-reach areas. The 
technology's long-range capabilities minimize the need for 
multiple gateways, further lowering infrastructure expenses. 
LoRaWAN networks are also highly scalable, allowing new 
devices to be added with minimal additional investment. 
This scalability ensures that costs remain aligned with 
network growth, supporting economic sustainability. Using 
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an Internet of Things platform like The Things Network 
provides a set of open tools and resources for low-cost 
device management. This platform enables efficient network 
administration and reduces software expenses. If Michendorf 
can effectively leverage the low-cost, long-range, and 
scalable nature of LoRaWAN technology, while also 
securing affordable hosted LoRaWAN Network Server 
solutions and optimizing operational efficiencies, the 
implementation can achieve economic sustainability.  

4) Results 
In Michendorf project traffic data are collected and 

analyzed to gain a comprehensive understanding of the 
traffic in the street network. Traffic counting sensors monitor 
and record the number of pedestrians, two wheelers, cars, 
and heavy vehicles traveling on the street. These sensors are 
installed across various locations, including school zones, 
main thoroughfares, and bicycle areas. The traffic data can 
additionally be analyzed in relation to factors like school 
holidays, weather conditions, social events, and more. For 
example, Figure 1 illustrates the daily traffic data overview 
for street “Stückener Dorfstraße”. The graph indicates that 
traffic counts were notably high on November 4th, due to the 
open house event at the fire station on this street, which 
attracted a large number of guests.  

 

 
Figure 1.   Daily traffic data for street: Stückener Dorfstraße 

The use of park sensors helps to assess the efficiency of 
the "Mitnahmebank", enabling adjustments to enhance 
public services for the benefit of both citizens and local 
businesses. Figure 2 illustrates the frequency of use of the 
"Mitnahmebank". 
 
 

 
Figure 2.   Mitnahmebank: Frequency of use - daily 

5) Challenges 
Challenges in the project included ensuring clear and 

continuous communication among all stakeholders, which 
was crucial for keeping the project on track: This required 
regular updates and meetings. Proper calibration of sensors 
was another significant challenge, as it was essential for 
obtaining accurate data. This necessitated meticulous 
attention during installation and regular maintenance checks. 
Additionally, managing large volumes of data and ensuring 
its accuracy and reliability was a significant challenge, 
requiring robust data management strategies. 

IV. LORAWAN COLLABORATION FRAMEWORK (LCF) 
The "LoRaWAN Collaboration Framework” (LCF) 

serves as a blueprint for effective stakeholder collaboration 
in the deployment and maintenance of sustainable 
LoRaWAN infrastructures for communities. It delineates the 
roles, responsibilities, and necessary capabilities for each 
participant, ensuring that all involved parties understand 
what is required of them and what they need from others. 
This clarity facilitates not only the identification of existing 
and potential contributors to the LoRaWAN ecosystem but 
also the establishment of seamless interfaces and 
partnerships. By highlighting specific needs and capabilities 
across stakeholders, the LCF aims to streamline operations, 
foster innovation, and enhance service delivery and citizen 
engagement within the realm of LoRaWAN-enabled 
services. Figure 2 illustrates the structure of the LCF and 
provides details on each role.  

 
 

 
Figure 3.  LoRaWAN Collaboration Framework (LCF) with stakeholders 

and their responsibilities within LoRaWAN projects. 
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A. Framework structure: Roles, needs and capabilities 
The stakeholders are grouped by “infrastructure” and 

“application”. The infrastructure group is mainly concerned 
with deployment, operation, and maintenance of the 
hardware, software, and networking infrastructure. The 
“application” group, which also includes the end-users, 
represents the rest of the value chain, including 
implementation and customization of software and data 
platforms, deployment of sensors and the provision of the 
actual use cases or problems to be solved. Each stakeholder 
group takes on a role in the LoRaWAN ecosystem. The 
interaction of all roles and the correct distribution of tasks is 
critical to the success of LoRaWAN projects. 

To define each role, the framework is split into “wants 
and needs” (top row) and the “capabilities” (bottom row) of 
stakeholders. The wants and needs of one stakeholder group 
should correspond to the capabilities of another stakeholder 
group. This creates a balanced system of responsibilities that 
should make sure projects can be executed successfully. The 
roles are assigned to columns, which are ordered on a 
spectrum from technological necessities (left) to an end-user 
application (right). 

By clearly defining the roles and interfaces, the LCF not 
only ensures that each stakeholder’s capabilities are 
effectively utilized but also fosters a cooperative and 
dynamic ecosystem. The framework supports the strategic 
alignment of wants and needs with available capabilities, 
facilitating a balanced and effective collaboration. The 
stakeholder roles are briefly described in the following. 

1) Network operators and utility companies: Network 
operators and utility companies are driven by goals of 
market expansion and the development of new revenue 
streams. These stakeholders are adept at providing sites and 
connectivity for gateways, managing LoRaWAN Network 
Servers (LNS), and conducting essential on-site 
maintenance such as battery replacement and cleansing of 
sensors.  

2) Hosting and IT service providers: On the 
technological service front, hosting and IT service providers 
aim for stable, long-term contracts and opportunities to 
deploy emerging technologies for their customers. They 
provide vital capabilities such as the provisioning of 
computing resources, software installation, sensor 
configuration, and rigorous data security measures. 
Moreover, they can provide support and training for 
municipal staff and end-users, ensuring smooth operation 
and adoption of technologies. 

3) Startups, universities, and specialized IT companies: 
In the innovation and research sector, startups, universities, 
and specialized IT companies are focused on evaluating and 
implementing cutting-edge technologies. These entities are 
key in building innovative prototypes, selecting or creating 
appropriate sensors for specific use cases, and developing 
customized software solutions. They can also handle the 
integration of custom data platforms and are instrumental in 

developing advanced machine learning models to support 
complex data analysis and decision-making processes based 
on the collected sensor data, e.g., for predictive maintenance 
applications. 

4) Administrations: Administrative bodies concentrate 
on delivering efficient and enhanced services to citizens 
while maintaining cost-effectiveness. Their role includes 
defining clear use cases and overseeing sensor deployment. 
They might also secure locations for gateway installations. 
Their collaboration with private sectors and other 
government agencies is crucial for securing the necessary 
budget and support for public IT projects, which is essential 
for sustained technological advancement and community 
service enhancement. 

5) End users): T End-users, crucial to the success of the 
whole LoRaWAN value chain, require easy access to 
municipal services via intuitive and potentially mobile-
friendly user interfaces, seamless integration with existing 
IT systems, and robust security features to protect their data 
and privacy. Their ongoing feedback is instrumental in 
driving the continuous refinement and user-centered 
optimization of services. 

B.  Sharing and swapping responsibilities 
Some capabilities in the LoRaWAN value chain can be 

provided by several stakeholders. 
For example, providing sites for gateway installations 

might be a task a communal administration might want to 
contribute to in a project. However, ensuring long-term 
connectivity at the site via wired or wireless connections, 
having trained maintenance staff on standby in case of 
breakdowns, and having constant access to necessary 
equipment (lift trucks, spare parts, etc.) are things which 
network operators or utility companies have established 
processes for, resulting in lower cost and higher quality of 
service.  

Another common example is the installation of 
affordable sensors by citizens configured on municipal or 
public LNS. The existence of tech-savvy communities and 
individuals can be considered a substantial benefit for any 
municipality or town. But it might jeopardize the long-term 
support of these sensors and by that, data quality. If 
administrations want to rely on the collected data, there 
must be some kind of alignment and trust between the two 
groups. 

A last example illustrates another problem of voluntary 
work. When volunteers create custom data integration layers 
using Python or JavaScript, this “glue code” might not be 
documented as required, complicating maintenance and 
future extensions (e.g., a “temperature” attribute is added to 
the next sensor model). This also includes simple things like 
patch management and storage of access credentials. 

The same goes for configuring dashboards, providing 
end-user training, integrating data sources, and creating 
machine learning models. All these tasks can be handled by 
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different stakeholders with varying degrees of quality, cost, 
and availability. Initial interest in certain stages of the value 
chain by any one party does not guarantee that all the 
required tasks are fulfilled by the role. So, for a stable and 
sustainable operation, we recommend the responsibilities as 
componentsd in the LCF, or at most, one “column” away 
from the original stakeholder group. 

In summary, although some capabilities might be taken 
over by another party than designated in the framework, 
generally, this hurts sustainability.  

C. Business models 
A solid business model is needed to sustain a 

LoRaWAN infrastructure and application ecosystem. The 
identified “wants and needs” indicate a demand in the 
market, while the “capabilities” are potential services which 
satisfy needs in one of the following elements of the value-
chain. 

1)  Supply-side business models: One solution is 
renting out the network on a per-sensor and per-time basis, 
thus creating a very low barrier to market entry for 
customers and allowing for rapid adoption of the service. 
However, like free Wi-Fi, this might eventually become a 
commodity and network operators need to find other ways 
to generate revenue. Netwrok operations and suppliers can 
capitalize on existing infrastructures, such as data centers 
and network backbones, to gain a competitive edge. 
Additionally, revenue generation extends beyond network 
access fees to include value-added services like sensor 
commissioning. R&D stakeholders contribute by offering 
scientific and technical support, optimizing gateway 
placements, selecting appropriate sensors, and providing 
custom data integrations, visualizations, and project 
management, adding significant value to the LoRaWAN 
ecosystem. Value, of course, is understood differently by 
different stakeholders. When compared to commercial 
projects, public projects are rather focused on social and 
ecological sustainability. This might mean making it 
possible for citizens to participate in local decision-making 
like defining speed limits, deciding on the desired quality of 
air and water, increasing comfort with digital services, or 
improving public health and safety. In conclusion, the 
business model of the supply-side of municipal LoRaWAN 
projects today relies on forward-thinking administrations 
which actively seek to contribute to achieving the SDGs by 
using advanced technology like LoRaWAN. In the future, 
the collection of such data could become a legal 
requirement. Only then are more local authorities likely to 
look for joint operating models. 

2) Demand-side business models: A shared operations 
model would be beneficial for small-scale deployments like 
the ones we described above. For example, a properly set-up 
LoRaWAN network server (LNS) can easily process data 
packages from several hundred gateways. Each gateway is 

technically capable of supporting thousands of LoRaWAN 
nodes, i.e., sensors and actuators. Sharing the infrastructure 
costs would therefore be an obvious way to achieve 
sustainable funding. The problem with this approach in a 
municipal setting is twofold. First, administrations need to 
align their demands and timing, and agree on a fair share of 
the (still) required funding. So, there is a cost for 
coordinating interested parties. Second, the infrastructure 
needs to be installed and administered in the partnering 
regions by the same operator. When these challenges can be 
overcome, e.g., by applying systematic project and 
stakeholder management and finding a way to align the 
diverse interests, there is potential for a low-cost 
infrastructure that benefits all the stakeholders and thereby 
provides a holistic societal value. 

D. Decision making 
The LoRaWAN Collaboration Framework gives an 

overview on the different stakeholders and roles required to 
operate a LoRaWAN infrastructure in rural municipalities or 
rural towns efficiently. In addition, some other questions 
arise in municipalities, for example, considering potential 
costs and benefits from a local LoRaWAN infrastructure 
before deciding to implement such an infrastructure. The 
following questions and arguments mainly refer to the 
presented different dimensions of sustainability in section II. 

1) Is there a good balance on costs and benefits?: This 
question addresses economic sustainability: There are 
numerous different use cases on LoRAWAN technology 
already practiced, and a lot more may arrive in the future. 
Use cases can be found for example in the fields of smart 
cities & smart regions, energy and resource monitoring, 
disaster control and environmental data collections [17, 25]. 
To argue for an investment in LoRaWAN infrastructure 
with public funds in the logic of economic sustainability, 
one needs to take into account the number of use cases 
relevant for a region. A larger number of use cases can 
justify investment costs, in particular at the beginning. Due 
to that, many stakeholders like municipal utilities 
(municipal or district level), companies (e.g., waste 
collection companies, agricultural farms), the civil society 
(as fire departments, nature conservation groups) and 
similar stakeholders should be asked for their use cases. The 
more parties that will share the infrastructure and benefits, 
the easier a return of the investment can be reached. 

2) Can the technology address relevant community 
problems?: This question relates to ecological and social 
sustainability: In addition to considerations on the balance 
of financial costs and benefits, another relevant focus is on 
benefits for the common good provided by the LoRaWAN 
infrastructure, which cannot be measured in financial terms. 
For example, if the technology helps to protect local 
buildings and citizen’s lives due to improved disaster 
control or improved prediction and monitoring of extreme 
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weather events, the financial costs for implementing it may 
be high. 

3) Is the technology itself harmful for the environment?: 
Although LoRaWAN and sensor infrastructure are 
characterized by low energy consumption, it should not be 
overlooked that resources are required to build and operate 
them. Considerations on where the hardware is 
manufactured – and under what kind of working conditions 
– arise. It should also be noted that servers consume a lot of 
power, which should be taken into account as an invisible 
factor, although it is hard to meter [25]. These are 
arguments not to implement the technology if the expected 
normative value cannot compensate for these negative 
effects. In order to reduce the energy consumption, there are 
several viable steps that might be taken: For the case of the 
measuring sensors it is possible to operate the sensor kit 
with a solar or photovoltaic panel instead of a battery, and 
for the case of the servers it is possible to use server farms 
operation with power from renewable energies. 

V. CONCLUSION 
The proposed LoRaWAN Collaboration Framework 

provides a solid foundation for municipalities to successfully 
set up LoRaWAN projects. By following the framework, 
municipalities can search for and align with partners, 
knowing which responsibilities need to be covered by those 
partners. They now have proper criteria for selecting partners 
like hardware vendors, utilities, citizen science projects, and 
innovation leaders from higher education and start-up 
ecosystems. 

A key finding from our projects was that collaboration is 
vital to successful LoRaWAN deployments in rural areas and 
small municipalities. Not only allows collaboration access to 
good practices, but it will also provide an opportunity to pool 
financial resources and use cases for an efficient acquisition 
of infrastructure and partners. While we were in the role of 
technical project management for all the projects, we learned 
that a more holistic approach is necessary to create a 
sustainable LoRaWAN deployment. 

Further research needs to be done on the economic 
viability of the described business models. In particular, the 
shared operation models and its organizational and 
coordinative prerequisites as well as the proper involvement 
of citizen initiatives and individual volunteers. 

According to the different dimensions of sustainability 
discussed in this paper, further questions arise for rural 
municipalities and towns to decide for or against the 
implementation of LoRaWAN infrastructures. Apart from 
measurable cost and benefit scenarios, there are also 
arguments that do not fit the financial cost perspective and 
some other arguments refer to partially not visible and 
measurable factors, which should be taken into account in a 
holistic view on sustainability. 

A comprhensive analysis on the overall project outcomes 
is needed to validate that the ecological, economic, technical, 
and social objectives are in the desired balance. Because 
some sustainability dimensions are hard to measure, it must 

always be carefully weighed up which use cases can 
realistically make improvements and which are just 
greenwashed fig leaves. Further research on metering 
sustainability costs of IoT infrastructures are recommended 
to lower the remaining uncertainties. 
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Abstract—Erasure-coding redundancy schemes are employed in
storage systems to cope with device and component failures. Data
durability is assessed by the Mean Time to Data Loss (MTTDL)
and the Expected Annual Fraction of Entity Loss (EAFEL)
reliability metrics. In particular, the EAFEL metric assesses losses
at an entity, say file, object, or block level. This metric is affected
by the number of codewords that entities span. The distribution of
this number is obtained analytically as a function of the size of the
entities and the frequency of their occurrence. The deterministic
and the random entity placement cases are investigated. It is
established that for certain deterministic placements of variable-
size entities, the distribution of the number of codewords that
entities span also depends on the actual entity placement. To
evaluate the durability of storage systems in the case of variable-
size entities, we introduce the Expected Annual Fraction of
Effective Data Loss (EAFEDL) reliability metric, which assesses
the fraction of stored user data that is lost by the system annually
at the entity level. The MTTDL, EAFEL, and EAFEDL metrics
are assessed analytically for erasure-coding redundancy schemes
and for the clustered, declustered, and symmetric data placement
schemes. These metrics are derived in closed-form for the case
of lazy rebuilds and in the presence of correlated latent symbol
errors. It is demonstrated that an increased variability of entity
sizes results in improved EAFEL, but degraded EAFEDL. It is
established that both reliability metrics are adversely affected by
the size of the erasure-coding symbols. The EAFEL and EAFEDL
reliability metrics are evaluated for some real-world erasure
coding schemes employed by enterprises. The analytical reliability
expressions derived can identify efficient erasure coding schemes
and can be used to dimension and provision storage systems to
provide desired levels of durability.

Keywords–Storage; Reliability analysis; MTTDL; EAFDL;
EAFEL; EAFEDL; MDS codes; Unrecoverable or latent symbol
errors; Deferred recovery or repair; stochastic modeling.

I. INTRODUCTION

The durability of data storage systems and cloud offerings
is affected by device and component failures [1]. Desired
reliability levels are ensured by employing erasure-coding
redundancy schemes for recovering lost data [2-5].

The frequency of data loss events is assessed by the Mean
Time to Data Loss (MTTDL) metric that has been widely
used to assess the reliability of storage systems [4][5]. Also,
the amount of data loss is obtained by the Expected Annual
Fraction of Data Loss (EAFDL) metric that was introduced in
[6]. This metric was recently complemented by the Expected
Annual Fraction of Entity Loss (EAFEL) metric [7]. The
EAFEL metric assesses data losses at an entity, say file, object,
or block level, whereas the EAFDL metric assesses data losses
at a lower data processing unit level.

The smallest accessed unit of a storage device is a sector
in Hard-Disk Drives (HDDs), a page in flash-based Solid-State
Drives (SSDs), and a data set in Linear Tape-Open (LTO is
the trademark of HP, IBM, and Quantum in the Unites States
and other countries) tape systems [8]. A sector has a typical
size of 512 bytes or 4 KB, a page has a size that ranges
from 4 KB to 16 KB, and a data set currently has a size
of 5 MB or more. Erasure-coding redundancy schemes are
implemented by treating the units that contain user data as
symbols and complementing them with parity symbols (units)
to form codewords. In the case of HDDs and SSDs, one or
more units are allocated to an entity and the last unit may be
partially filled. Depending on the file system employed, the
remaining space of a partially-filled unit may or may not be
used to store the contents of another entity. Therefore, user
data may or may not be stored in an aligned fashion with
units (symbols), which in turn implies that entities may or
may not be aligned with codewords. The case where entities
are aligned with codewords was considered by the reliability
model presented in [7]. By contrast, in the case of tape, user
data is written sequentially such that a unit may contain data
of multiple entities. Therefore, user data and entities are not
aligned with symbols and codewords, respectively. Moreover,
the reliability model presented in [7] assumed that entities have
a fixed size, whereas in practice they have variable sizes. It
turns out that the MTTDL metric does not depend on the
placement and size of the entities, but the EAFEL metric
does. More specifically, EAFEL depends on the number of
codewords that stored entities span. Furthermore, the EAFEL
metric reflects the fraction of lost user data only when entities
have a fixed size. To evaluate system durability in the case of
variable-size entities, in this article we introduce the Expected
Annual Fraction of Effective Data Loss (EAFEDL) reliability
metric, that is, the fraction of stored user data that is expected
to be lost by the system annually at the entity level.

The key contributions of this article are the following. The
reliability model presented in [7] for the assessment of the
EAFEL metric is enhanced in two ways. First, entities are
considered to be stored such that they are not aligned with
codeword boundaries. Second, the size of entities is considered
to be variable. The objective of this article is to assess
system reliability by deriving the distribution of the number
of codewords that entities span. We address the following
question. Does this distribution only depend on the statistics
of the entities stored, that is, on their size and frequency of
occurrence, or does it also depend on their placement? In the
present work, we shed light on this issue by investigating the
cases of deterministic and of random entity placement. The
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distribution of the number of codewords that entities span is
obtained analytically as a function of the size of the entities
and the frequency of their occurrence. We also establish that
for certain deterministic placements of variable-size entities,
this distribution also depends on the actual entity placement.

The general non-Markovian methodology that was applied
in prior work to assess the EAFDL and EAFEL metrics
for erasure-coding redundancy schemes and for the clustered,
declustered, and symmetric data placement schemes, was ex-
tended to derive analytically the EAFEL and the new EAFEDL
reliability metrics for the case of variable-size entities [1]. It
was demonstrated how the erasure-coding capability as well
as the entity and symbol sizes affect system reliability in
the entire range of bit error rates. In this article, we extend
our previous work by deriving MTTDL for the case of lazy
rebuilds and in the presence of correlated latent symbol errors.
We also evaluate the EAFEL and EAFEDL reliability metrics
for some real-world erasure coding schemes employed by
enterprises. The model developed provides useful insights into
the benefits of the erasure coding schemes and yields results for
the entire parameter space, which allows a better understanding
of the design tradeoffs.

The remainder of the article is organized as follows.
Section II reviews prior relevant work and analytical models
presented in the literature for assessing the effect of latent
errors on the reliability of erasure-coded systems. Section III
describes the storage system model and the corresponding
parameters considered. In Section IV, the distribution of the
number of codewords that entities span is derived analytically
as a function of the entity size distribution when entities are
not aligned with symbols and when entity sizes are either
fixed or variable. In Section V, the MTTDL metric is derived
analytically for the case of lazy rebuilds and correlated latent
symbol errors. Also, the EAFEL and EAFEDL metrics are
derived analytically for the case of random placement of
variable-size entities. Section VI presents numerical results
demonstrating the effect of the erasure-coding capability and
of the entity sizes on system reliability, as well as the adverse
effect of an increased symbol size. The reliability of real-
world erasure coding schemes employed by enterprises to
protect their stored data is assessed in Section VII. Finally,
we conclude in Section VIII.

II. RELATED WORK

Analytical reliability expressions for MTTDL that take
into account the effect of latent errors have been obtained
predominately using Markovian models, which assume that
component failure and rebuild times are independent and expo-
nentially distributed [9][10][11][12]. The effect of latent errors
on MTTDL and EAFDL of erasure-coded storage systems for
the realistic case of non-exponential failure and rebuild time
distributions was assessed in [4][5].

Disk scrubbing has been used to mitigate the adverse
effect of latent errors on system reliability [9][13][14][15].
The scrubbing process identifies latent errors at an early stage
and attempts to correct them before disk failures occur. This
in effect reduces the probability of encountering a latent
error during the rebuild process. The resulting latent-error
probability was derived in [9] as a function of the scrubbing

and workload parameters. Subsequently, it was shown that
the reliability level achieved when scrubbing is used can be
obtained from the reliability level of a system that does not
use scrubbing by adjusting the probability of encountering a
latent error accordingly. The methodology presented in [9] for
deriving the adjusted latent error probability when scrubbing is
employed is also applicable for assessing the efficiency of other
scrubbing schemes, such as the adaptive scrubbing schemes
proposed in [14][15]. Moreover, this methodology can also be
applied in conjunction with the reliability results presented in
this article to assess the reliability of erasure-coded systems
when scrubbing is used.

The efficiency of applying erasure coding in storage sys-
tems that employ solid state disks (SSDs) was studied in [16].
It was demonstrated that the reliability improvement achieved
by erasure coding is in general greater than the reliability
degradation induced. Also, the reliability of SSD arrays using
a real-system implementation of conventional and emerging
erasure codes was investigated in [17] using realistic storage
traces.

A simulation analysis of reliability aspects of erasure-coded
data centers was presented in [18]. Various configurations were
considered and it was shown that erasure codes and redundancy
placement affect system reliability. In [19] it was recognized
that it is hard to get statistically meaningful experimental
reliability results using prototypes, because this would require
a large number of machines to run for years. This underscores
the usefulness of the analytical reliability results derived in
this article.

III. STORAGE SYSTEM MODEL

The reliability of erasure-coded storage systems was as-
sessed in [7] based on a model that considers codeword
rebuilds for reconstructing lost symbols and assess system reli-
ability when entities (files, objects, blocks) are lost. Maximum
Distance Separable (MDS) erasure codes (m, l) that map l
user-data symbols to codewords of m symbols are employed.
They have the property that any subset containing l of the
m codeword symbols can be used to reconstruct (recover) a
codeword. The MTTDL and EAFEL reliability metrics were
derived analytically for systems that employ a lazy rebuild
scheme.

The corresponding storage efficiency seff and amount U of
user data stored in the system is

seff = l/m and U = seff n c = l n c/m , (1)

where n is the number of storage devices in the system and c
is the amount of data stored on each device. The storage space
of devices is partitioned into units (symbols) of a fixed size s,
such that the number C of symbols stored in a device is

C = c/s . (2)

Our notation is summarized in Table I. The parameters are
divided according to whether they are independent or derived
and are listed in the upper and lower part of the table,
respectively.

To minimize the risk of permanent data loss, the m symbols
of each of codeword are spread and stored in m devices. This
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TABLE I. NOTATION OF SYSTEM PARAMETERS

Parameter Definition
n number of storage devices
c amount of data stored on each device
l number of user-data symbols per codeword (l ≥ 1)
m total number of symbols per codeword (m > l)
(m, l) MDS-code structure
es entity size
s symbol (sector or data set) size
k spread factor of the data placement scheme, or

group size (number of devices in a group) (m ≤ k ≤ n)
b average reserved rebuild bandwidth per device
Bmax upper limitation of the average network rebuild bandwidth
X time required to read (or write) an amount c of data at an average

rate b from (or to) a device
FX(.) cumulative distribution function of X
Fλ(.) cumulative distribution function of device lifetimes
Pb probability of an unrecoverable bit error
seff storage efficiency of redundancy scheme (seff = l/m)
U amount of user data stored in the system (U = seff n c)
r̃ MDS-code distance: minimum number of codeword symbols lost

that lead to permanent data loss
(r̃ = m − l + 1 and 2 ≤ r̃ ≤ m)

C number of symbols stored in a device (C = c/s)

µ−1 mean time to read (or write) an amount c of data at an average rate
b from (or to) a device (µ−1 = E(X) = c/b)

λ−1 mean time to failure of a storage device (λ−1 =
∫ ∞
0

[1 −
Fλ(t)]dt)

Ps probability of an unrecoverable sector (symbol) error
ss shard size (ss = es/l)
J shard size measured in symbol-size units (J = ss/s = es/(l s))
Y number of lost entities during rebuild
Q̆ amount of lost user data during rebuild

way, the system can tolerate any r̃ − 1 device failures, but r̃
device failures may lead to data loss, with

r̃ = m− l + 1 , 1 ≤ l < m and 2 ≤ r̃ ≤ m . (3)

Examples of MDS erasure codes are the following:

Replication: A replication-based system with a replication
factor r can tolerate any loss of up to r − 1 copies of some
data, such that l = 1, m = r and r̃ = r. Also, its storage
efficiency is equal to sreplication

eff = 1/r. The mirroring scheme
is the special case where r = 2. The corresponding storage
efficiency of only 50% can be improved by employing erasure
codes.
RAID-5: A RAID-5 array comprised of N devices uses an
(N,N − 1) MDS code, such that l = N − 1, m = N and
r̃ = 2. It can therefore tolerate the loss of up to one device,
and its storage efficiency is equal to sRAID-5

eff = (N − 1)/N .
RAID-6: A RAID-6 array comprised of N devices uses an
(N,N − 2) MDS code, such that l = N − 2, m = N and
r̃ = 3. It can therefore tolerate a loss of up to two devices,
and its storage efficiency is equal to sRAID-6

eff = (N − 2)/N .

In terms of encoding operations, MDS erasure codes
are either bitwise exclusive-OR (XOR) or non-XOR. The
computation complexity of the non-XOR-based codes, such
as Reed–Solomon, is much higher than that of the XOR-
based ones. Also, in the context of storage, Reed-Solomon
codes are preferable to Turbo codes owing to their simpler
implementation and the fact that they are more suitable in
environments where bit error rates are low, and errors occur
in bursts.

Two different ways (A and B) for storing user data on
devices were shown in Figure 1 of [7]. According to way
A, user data contained in entities is divided into chunks
with the contents of a chunk stored on different devices,

whereas according to way B, user data contained in entities
is divided into shards with the contents of a shard stored on
the same device. More specifically, according to way B, user
data contained in entities is divided into l shards with each
one being stored on a different device, as shown in Figure
1(a). Entities were assumed to have a fixed size es with the
corresponding shard size ss then obtained by ss = es/l.

The storage space of devices is partitioned into units
(symbols) of a fixed size s and complemented with parity
symbols to form codewords. Each shard was assumed to be
stored in an integer number of J symbols that is determined
by

J =
ss
s

=
es
l s

. (4)

Consequently, the contents of each entity, such as Entity-1
and Entity-2, are stored in J l user-data symbols with these
symbols being stored in an integer number of J codewords.
These codewords also contain J (m− l) parity symbols for a
total number of J m symbols per entity, as shown in Figure
1(a). Note that Sj,i denotes the ith symbol of the jth codeword.
Thus, S1,2, which is the second symbol of codeword C-1,
is the first symbol of the second shard. Successive symbols
of a shard are stored on the same device. To minimize the
risk of permanent data loss, the m symbols of each of the J
codewords are spread and stored successively in a set of m
devices.

The model in [7] considered shards that have a fixed size of
J symbols and are stored aligned with the symbol boundaries,
which are indicated by the horizontal black lines in Figure 1(a).
However, in practice user entities, and in turn shards, do not
have a fixed size and, in the case of tape, are not necessarily
aligned with symbols, because, as discussed in Section I, entity
data is stored in a way that is agnostic to symbol boundaries.
This is demonstrated in Figure 1(b) that shows two entities of
two different sizes, Entity-3 and Entity-4, and the way they
are stored on l devices of the system. For instance, Shard 1
of Entity-3 spans J symbols, i.e., the blue symbols S1,1, S2,1,
· · · , SJ,1, with its data partially occupying the first and last
symbol, S1,1 and SJ,1, respectively. Subsequently, Shard 1 of
Entity-4 spans three symbols, namely, the blue symbol SJ,1

and the two red symbols S1,1 and S2,1, with its data partially
occupying the first and the last symbol, that is, the blue SJ,1

and the red S2,1 symbol. Thus, symbol SJ,1 contains data from
both these entities. More generally, depending on the entity
and symbol sizes, a symbol may contain data from multiple
entities. Clearly, shard and entity sizes do not necessarily
correspond to an integer number of symbols, which implies
that the size J of a shard, expressed in number of symbols by
(4), is in general a real number, which is less than 1 when the
shard size is less than the symbol size. Codewords are formed
by combining symbols containing user-data to generate and
store parity symbols, as shown in Figure 1(b), regardless of
the entities involved.

As pointed out in [7], the MTTDL metric does not depend
on the entity size. This is due to the fact that the degree to
which permanent data losses occur depends on the capability
of the erasure-coding redundancy scheme employed and the
resulting codeword formation, which in turn is agnostic to the
entity placement and size characteristics. Note that an entity
is lost if any of the codewords that it spans is permanently
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(a) Symbol-aligned shards of integer size

(b) Non-symbol-aligned shards of arbitrary size

Figure 1. Data placement of entities and formation of codewords.

lost. Consequently, the EAFEL and EAFEDL metrics, which
consider data loss at the entity level, depend on the number of
codewords that entities span. The corresponding derivation is
performed in Section IV.

The reliability of storage systems degrades by the presence
of unrecoverable or latent errors. According to the specifica-
tions of enterprise quality HDDs, the unrecoverable bit-error
probability Pb is equal to 10−15. In practice, however, Pb
can be orders of magnitude higher, reaching Pb ≈ 10−12

[5]. On the other hand, according to Figure 13 in [20], tapes
are more reliable than HDDs with a Bit Error Rate (BER) in
the range of 10−22 to 10−19. Assuming that bit errors occur
independently over successive bits, the unrecoverable symbol
error probability Ps is determined by

Ps = 1− (1− Pb)
s , (5)

with the symbol size s expressed in bits. For a symbol size of
512 bytes, the equivalent unrecoverable sector error probability
is Ps ≈ Pb×512×8, which is 4.096×10−12 and 4.096×10−9

for Pb ≈ 10−15 and 10−12, respectively. Moreover, latent
errors are found to exhibit spatial locality and they occur in
bursts of B contiguous symbol errors. The degree to which
symbol errors are correlated is captured by the factor fcor
whose value is determined by [5, Eq. (29)]

fcor =

{
1 , for independent symbol errors
1
B̄
, for correlated symbol errors ,

(6)

where B̄ denotes the average length (in number of symbols)
of bursts of latent symbol errors. Thus, fcor ≥ 1.

IV. CODEWORDS SPANNED BY ENTITIES

Here, we obtain the distribution of the number of code-
words, K, that entities span, which also represents the number
of symbols that shards span. We proceed by considering the
cases of fixed- and variable-size entities (shards).

A. Fixed-Size Entities

Let us consider fixed-size entities, which in turn result in
fixed-size shards, such that J is fixed. Owing to periodicity, it
suffices to study the process within a window of S = J × 10k

symbols, where k represents the number of decimal digits of
J . This window corresponds in a symbol interval [ϵ, S + ϵ]
where ϵ is the starting position of the first shard within the
first symbol, such that 0 < ϵ < 1. This interval contains S
symbol boundaries and stores 10k shards. For example, for
J = 4.287, we have k = 3, and it suffices to consider the
process in a window of S = 4.287 × 103 = 4, 287 symbols
that store 1000 shards.

Let us now consider the example shown in Figure 2
whereby the shard size is 2.3. In this case, it holds that
k = 1 and therefore it suffices to consider the process within
a window of S = 2.3×101 = 23 symbols that store 10 shards
depicted between the black circles with the symbol boundaries
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Figure 2. Number of symbols that shards span. Fixed-size shards of size J = 2.3 symbols.

Figure 3. Number of symbols that shards span. Fixed-size shards of size J = 0.3 symbols.

indicated by the black vertical lines and with the first shard
aligned with the first symbol. However, given that in practice
shards are not aligned with symbols, their actual placement is
indicated between the red circles, with the first shard starting
at position ϵ, as indicated by the green circle. Figure 2 shows
the case where ϵ = 0+.

Owing to periodicity, it suffices to study the process in
the symbol interval [ϵ, 23 + ϵ]. The red integers indicate the
number of symbols spanned by the successive shards. We note
that 7 shards span 3 symbol and the remaining 3 shards span
4 symbols. Note that this holds for any ϵ ∈ (0, 1). Therefore,
the probability density function (pdf) {pj} of the number of
symbols K that an arbitrary shard spans is

P (K = i) = pi =

{
0.7 , for i = 3

0.3 , for i = 4 .
(7)

Returning to the general case, we note that each shard
can be decomposed into two components. The size of the
first components, as indicated by the horizontal blue lines
shown in Figure 2, corresponds to the number of symbols
determined by the integer part of the shard size J , which is ⌊J⌋
symbols. In the example considered, the integer part is 2. The
size of the second components, as indicated by the horizontal
red lines shown in Figure 2, corresponds to the fractional
part, which is J − ⌊J⌋ symbols. In the example considered,
the fractional part is 0.3. Clearly, to each of the first (blue)
components correspond ⌊J⌋ symbol boundaries, which implies
that each shard spans at least ⌊J⌋+1 symbols. In the example
considered, to each of the first (blue) components correspond
2 symbol boundaries, as indicated by the blue vertical dotted
lines, and, consequently, each shard spans at least 3 symbols.

As there are 10k first components, one for each shard, the
number of the corresponding symbol boundaries is ⌊J⌋×10k,
which, in the example considered, is 2 × 101 = 20, as
indicated by the blue vertical dotted lines. Consequently, there
are S − ⌊J⌋ × 10k = (J − ⌊J⌋) × 10k additional symbol
boundaries that correspond to (J − ⌊J⌋) × 10k out of the
10k second components. In the example considered, there are
23 − 20 = 3 additional symbol boundaries, as indicated by
the red vertical dotted lines at positions 9, 16, and 23, that
correspond to 3 out of the 10 red components. Consequently,
these 3 components are associated with 3 shards, each of

which spans one additional symbol for a total of 4 symbols.
In general, each of the corresponding (J − ⌊J⌋)× 10k shards
spans one additional symbol for a total of ⌊J⌋ + 2 symbols.
Therefore, the percent of shards that span ⌊J⌋+ 2 symbols is
(J − ⌊J⌋) × 10k/10k which is equal to J − ⌊J⌋, that is, the
fractional part of J denoted by fr(J). Consequently, for any
ϵ (0 < ϵ < 1), it holds that

P (K = i) = pi =


1− fr(J) , for i = ⌊J⌋+ 1

fr(J) , for i = ⌊J⌋+ 2

0 , otherwise ,

(8)

where fr(x) denotes the fractional part of the real number x,

fr(x) ≜ x− ⌊x⌋ , ∀x ∈ R . (9)

Let us also consider the case where J < 1 and the example
shown in Figure 3 whereby the shard size is 0.3. Let us
consider the first 10 shards indicated between the black circles
with the first shard aligned with the first symbol. However,
given that in practice shards are not aligned with symbols,
their actual placement is indicated between the red circles, with
the first shard starting at position ϵ, as indicated by the green
circle. Owing to periodicity, it suffices to study the process
in the symbol interval [ϵ, 3 + ϵ]. The red integers indicate the
number of symbols spanned by the successive shards. We note
that 7 shards span 1 symbol and the remaining 3 shards span
2 symbols and this holds for any ϵ ∈ (0, 1). Therefore, the
pdf {pj} of the number of codewords (symbols) K that an
arbitrary entity (shard) spans is

P (K = i) = pi =

{
0.7 , for i = 1

0.3 , for i = 2 ,
(10)

which is also the result determined by (8).

Next, we consider the case where the shard size is 2.7
symbols, as shown in Figure 4. Owing to periodicity, it suffices
to study the process in the symbol interval [ϵ, 27 + ϵ]. The
red integers indicate the number of symbols spanned by the
successive shards. We note that 7 shards span 4 symbol and
the remaining 3 shards span 3 symbols. According to (8), the
pdf {pj} of the number of codewords (symbols) K that an
arbitrary entity (shard) spans is

P (K = i) = pi =

{
0.3 , for i = 3

0.7 , for i = 4 ,
(11)
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Figure 4. Number of symbols that shards span. Fixed-size shards of size J = 2.7 symbols.

which is also the result determined by (8).

B. Variable-Size Entities

We proceed to relax the assumption that all entities have
the same size, by considering entities of Es different sizes,
es,1, es,2, · · · , es,Es . Without loss of generality, we assume that
es,1 < es,2 < · · · < es,Es . Subsequently, let {vj} denote the
corresponding pdf of the entity size, that is,

vj ≜ P (es = es,j) , for j = 1, 2, . . . , Es , (12)

such that the average entity size E(es) is determined by

E(es) =

Es∑
j=1

es,j vj . (13)

From (4), it follows that the shard size Jj corresponding
to entity es,j is determined by

Jj =
es,j
l s

for j = 1, 2, . . . , Es . (14)

Consequently, the pdf of the shard size J is determined by

P (J = Jj) = vj , for j = 1, 2, . . . , Es , (15)

such that the average shard size E(J) is determined by

E(J) =

Es∑
j=1

Jj vj
(13)(14)

=
E(es)

l s
, (16)

where the notation
(x)(y)
= implies that the final expression is

derived using Equations (x) and (y).

The preceding discussion begs the following questions. Can
the probability density function {pj} that was theoretically
obtained in (8) for the case of a single fixed shard size be
extended for the case of variable-size entities? Does it depend
on the sequence according to which the variable-size entities
are stored? Next, we address these critical questions. We
shed light on these issues by considering the following cases
regarding the placement and the way according to which the
various shards are stored.

1) Segregated Shard Placement: According to this place-
ment, shards of any given size are stored successively. One
particular realization is to first store the shards of size J1,
followed by the shards of size J2, and so on. For a large
number of shards stored, from (8) and (15) we deduce that

P (K = i) = pi =


[1− fr(Jj)] vj , for i = ⌊Jj⌋+ 1

fr(Jj) vj , for i = ⌊Jj⌋+ 2

0 , otherwise,
for j = 1, 2, . . . , Es . (17)

Let us consider the special case of a discrete bimodal
distribution for the shard size, that is, Es = 2, and let us
assume that half of the shards have a size of 0.3 symbols and
the remaining half of the shards have a size of 2.7 symbols.
In this case we have J1 = 0.3, J2 = 2.7, and v1 = v2 = 0.5.
For the particular realization where first the shards of size 0.3
are stored followed by the shards of size 2.7, (17) yields

P (K = i) = pi =



0.7× 0.5 = 0.35 , for i = 1

0.3× 0.5 = 0.15 , for i = 2

0.3× 0.5 = 0.15 , for i = 3

0.7× 0.5 = 0.35 , for i = 4

0 , otherwise.

(18)

2) Alternating Shard Placement: According to this place-
ment, shards of various sizes are stored interleaved by also
considering the vj values. One particular realization in the
case where vj = 1/Es, for j = 1, 2, . . . , Es, is to first store a
shard of size J1, followed by a shard of size J2, and so on.
The first cycle is completed by storing a shard of size JEs

and
is followed by a second cycle that begins by storing a shard
of size J1.

We proceed by investigating the special case considered in
Section IV-B1 for the discrete bimodal distribution of the shard
size, with the sizes of 0.3 and 2.7 symbols. The alternating
placement of the shards corresponding to these two sizes lead
to two possible sequence realizations, as shown in Figure 5.

The realization for the alternating sequence {0.3, 2.7,
0.3, 2.7, . . .} is depicted in Figure 5(a). Owing to periodicity,
it suffices to study the process in the symbol interval [ϵ, 3+ ϵ].
Figure 5(a) shows the case where ϵ = 0+. The red integers
indicate the number of symbols spanned by the successive
shards. We note that half of the shards span 1 symbol and the
remaining half of the shards span 4 symbols and this holds for
any ϵ ∈ (0, 0.7). Consequently, the pdf {pj} of the number of
symbols K that an arbitrary shard spans is

P (K = i) = pi =

{
0.5 , for i = 1

0.5 , for i = 4 .
(19)

On the other hand, the realization for the alternating
sequence {2.7, 0.3, 2.7, 0.3, . . .} is depicted in Figure 5(b).
Owing to periodicity, it suffices to study the process in the
symbol interval [δ, 3 + δ]. Figure 5(b) shows the case where
δ = 0+. In this case, half of the shards span 3 symbols and the
remaining half of the shards span 2 symbols and this holds for
any δ ∈ (0, 0.3). Consequently, the pdf {pj} of the number of
symbols K that an arbitrary shard spans is

P (K = i) = pi =

{
0.5 , for i = 2

0.5 , for i = 3 .
(20)



75International Journal on Advances in Networks and Services, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/networks_and_services/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

(a) Shard sequence: {0.3, 2.7, 0.3, 2.7, . . . }

(b) Shard sequence: {2.7, 0.3, 2.7, 0.3, . . . }

Figure 5. Number of symbols spanned by shards. Alternating fixed-size shards of sizes 0.3 and 2.7 symbols, with v1 = v2 = 0.5.

(a) Shard of size J with y being the fractional part of J

(b) Random shard placement

Figure 6. Number of symbols that a randomly placed shard of size J spans.

Note that the pdf for δ ∈ (0.3, 1) is that determined by (19).
Also, the pdf for ϵ ∈ (0.7, 1) is that determined by (20).

We now observe that the pdf determined by (20) is different
from that determined by (19). Moreover, both of them, are
different from that determined by (18) for the case of a
segregated shard placement. Therefore, from the above, we
deduce that the pdf {pj} of the number of symbols K that an
arbitrary shard spans not only depends on the percentage of
the various shard sizes in a sequence, as specified in (15), but
also on their actual placement.

3) Random Shard Placement: According to this placement,
the starting position ϵ (0 < ϵ < 1) of the first shard within
the first symbol is uniformly distributed in (0, 1). Successive
shard sizes are assumed to be identically distributed, according
to the distribution given in (15), but not necessarily indepen-
dent. Note that this relaxes the assumption made in [1] of
independent and identically distributed (i.i.d) successive shard
sizes.

Let us consider a randomly chosen shard. Let also J denote
its size, as shown in Figure 6(a), and y its fractional part, that
is, y = J − ⌊J⌋. Owing to the random placement of the first
shard, the chosen shard, too, is randomly placed, such that it

spans either ⌊J⌋ + 1 or ⌊J⌋ + 2 symbols, as depicted by the
red and the blue shards shown in Figure 6(b), respectively.
Let X denote the distance between the starting position of
the shard and the left boundary z of the first symbol that the
shard spans. Owing to the random placement of the shard,
the random variable X is uniformly distributed between 0 and
1. Furthermore, when X ≤ 1 − y, the shard spans ⌊J⌋ + 1
symbols whereas when X > 1 − y, the shard spans ⌊J⌋ + 2
symbols. Consequently, the probability that the shard spans
⌊J⌋+ 1 symbols is

P (K = ⌊J⌋+ 1) =

∫ 1−y

0

dx = 1− y , (21)

which implies that the probability that the shard spans ⌊J⌋+2
symbols is

P (K = ⌊J⌋+ 2) = 1− P (K = ⌊J⌋+ 1)
(21)
= y . (22)

Therefore, and given that y = J − ⌊J⌋ = fr(J), it holds that

P (K = i) = pi =


1− fr(J) , for i = ⌊J⌋+ 1

fr(J) , for i = ⌊J⌋+ 2

0 , otherwise .

(23)
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From (23), and using (9), it follows that the mean number
E(K) of symbols that a shard of size J spans is

E(K) = (⌊J⌋+ 1)P (K = ⌊J⌋+ 1) + (⌊J⌋+ 2)P (K = ⌊J⌋+ 2)

= (⌊J⌋+ 1) [1− fr(J)] + (⌊J⌋+ 2) fr(J) = J + 1 .
(24)

From (15), (23), and (24), it follows that the pdf and the
average number of symbols K that an arbitrary shard spans
are determined by

P (K = i) = pi =


[1− fr(Jj)] vj , for i = ⌊Jj⌋+ 1

fr(Jj) vj , for i = ⌊Jj⌋+ 2

0 , otherwise,
for j = 1, 2, . . . , Es , (25)

and

E(K) =

Es∑
j=1

( Jj + 1) vj = E(J) + 1 . (26)

Remark 1: For two different shard-size values, say Jm ̸=
Jn, for which it holds that ⌊Jm⌋ = ⌊Jn⌋ = j, the
corresponding probabilities of the number of symbols K
that these shards span are determined additively, that is,
P (K = j + 1) = [1 − fr(Jm)] vm + [1 − fr(Jn)] vm and
P (K = j + 2) = fr(Jm) vm + fr(Jn) vn. Similarly, if
⌊Jm⌋ + 1 = ⌊Jn⌋ = j, then it holds that P (K = j + 1) =
fr(Jm) vm + [1− fr(Jn)] vn.

Remark 2: From (17) and (25), it follows that the pdfs of
the number of symbols K that an arbitrary shard spans in the
segregated and the random shard placement cases are the same.
This is also the pdf that corresponds to the alternating shard
placement case when the first shard is randomly placed. For
the discrete bimodal distribution considered in Section IV-B2
for the alternating shards of sizes 0.3 and 2.7 symbols, when
the first shard is randomly placed, that is, when the variables ϵ
and δ are uniformly distributed in (0, 1), combining (19) and
(20) yields a pdf that is the same as that derived in (18) for
the segregated shard placement case. Clearly, in the segregated
and alternating shard placement cases successive shard sizes
are dependent.

V. DERIVATION OF MTTDL, EAFEL, AND EAFEDL

The MTTDL, EAFEL, and EAFEDL reliability metrics
are derived using the direct-path-approximation methodology
presented in [2-6] and extend it to assess the effect of lazy
rebuilds [21] in the presence of correlated symbol errors [5].

At any point in time, the system is in one of two modes:
non-rebuild or rebuild mode. Note that part of the non-rebuild
mode is the normal mode of operation where all devices are
operational and all data in the system has the original amount
of redundancy. Upon device failures, a rebuild process attempts
to restore the lost data, which eventually leads the system
either to a Data Loss (DL) with probability PDL or back to
the original normal mode by restoring initial redundancy, with
probability 1− PDL. The MTTDL metric is then obtained by
[6, Eq. (5)]:

MTTDL ≈ E(T )

PDL
, (27)

where PDL is determined by (49) and E(T ) denotes the
expected duration, expressed in years, of a typical interval of
normal operation until the rebuild process of failed devices is
triggered, which is determined by Eq. (12) of [21] as follows:

E(T ) =

(
d∑

u=0

1

ñu

)/
λ , where ñ0 ≜ n , (28)

where 1/λ is the mean time to failure of a device and ñu

are determined by (35), (38), or (41), depending on the data
placement scheme.

The EAFEL metric is obtained by Eq. (16) of [7] as
follows:

EAFEL ≈ E(Y )

E(T ) ·NE
, (29)

that is, as the ratio of the expected number E(Y ) of lost
entities, normalized to the number NE of entities in the system,
to the expected duration E(T ) expressed in years. The number
NE of entities in the system is determined by

NE ≈ U

E(es)

(1)
=

n

m
· l c

E(es)

(16)
=

n

m
· c

E(J) s
, (30)

and E(T ) and E(Y ) are determined by (28) and (64).

Analogous to Eq. (9) of [6], the EAFEDL is obtained as
the ratio of the expected amount E(Q̆) of lost user data at the
entity level, normalized to the amount U of user data, to the
expected duration of E(T ) expressed in years:

EAFEDL ≈ E(Q̆)

E(T ) · U
(1)
=

m E(Q̆)

n l c E(T )
, (31)

where E(T ) and E(Q̆) are determined by (28) and (84).

A. Reliability Analysis

The EAFEL and EAFEDL are evaluated in parallel with
MTTDL using the theoretical framework presented in [7]. The
system is at exposure level u (0 ≤ u ≤ r̃) when there are
codewords that have lost u symbols owing to device failures,
but there are no codewords that have lost more symbols. These
codewords are referred to as the most-exposed codewords.
Transitions to higher exposure levels are caused by device
failures, whereas transitions to lower ones are caused by
successful rebuilds. We denote by Cu the number of most-
exposed codewords upon entering exposure level u, (u ≥ 1).
Upon the first device failure it holds that

C1 = C , (32)

where C is determined by (2).

A certain portion of the device bandwidth is reserved
for read/write data recovery during the rebuild process, and
the remaining bandwidth is used to serve user requests. Let
b denote the actual average reserved rebuild bandwidth per
device. Lost symbols are rebuilt in parallel using the rebuild
bandwidth b available on each surviving device. The amount of
data corresponding to the number Cu of symbols to be rebuilt
at exposure level u is written at an average rate bu (≤ b) to
selected device(s). For the time X required to read (or write)
an amount c of data from (or to) a device it holds that

E(X) = c/b . (33)
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The results in this article hold for highly reliable storage
devices, which satisfy the following condition [5][7]

µ

∫ ∞

0

Fλ(t)[1− FX(t)]dt ≪ 1, with
λ

µ
≪ 1 . (34)

This condition expresses the fact that the ratio of the mean time
1/µ to read all contents of a device (which typically is on the
order of tens of hours) to the mean time to failure of a device
1/λ (which is typically at least on the order of thousands of
hours) is very small, and in particular the fact that it is very
unlikely that a given device fails during a rebuild period.

At exposure level u, the number ñu of devices whose
failure causes an exposure level transition to level u + 1
and the fraction Vu of the Cu most-exposed codewords that
have symbols stored on any given such device depend on the
codeword placement scheme. In particular, for the symmetric
and declustered data placement, at each exposure level u, for
u = 1, · · · , r̃ − 1, it holds that [2][3]

ñsym
u = k − u , for u = 1, . . . , r̃ (35)

bsym
u =

min((k − u) b, Bmax)

l + 1
, for u = d+ 1, . . . , r̃ (36)

V sym
u =

m− u

k − u
, for u = 1, . . . , r̃ , (37)

where Bmax is the maximum network rebuild bandwidth.

The corresponding parameters ñdeclus
u , bdeclus

u , and V declus
u

for the declustered placement are derived from (35), (36), and
(37) by setting k = n as follows:

ñdeclus
u = n− u , for u = 1, . . . , r̃ (38)

bdeclus
u =

min((n− u) b, Bmax)

l + 1
, for u = d+ 1, . . . , r̃ (39)

V declus
u =

m− u

n− u
, for u = 1, . . . , r̃ . (40)

For the clustered placement, it holds that [2][3]

ñclus
u = m− u , for u = 1, . . . , r̃ (41)
bclus
u = min( b ,Bmax/l ) , for u = d+ 1, . . . , r̃ (42)

V clus
u = 1 , for u = 1, . . . , r̃ . (43)

Also, for the rebuild time Ru of the most-exposed code-
words at exposure level u and for its fraction αu still left
when another device fails, causing the exposure level transition
u → u+ 1, it holds that [21, Eq. (49)]

Rd+1 ≈

 d∏
j=1

Vj

 b

bd+1
X , (44)

with the convention that for any integer j and for any sequence
δi ,

∏0
i=j δi ≜ 1.

For u ≤ d, no rebuild is performed and therefore αu = 1.
For u > d, αu is approximately uniformly distributed in (0, 1)
such that [21, Eq. (8)],

αu ≊
{
1 , for u = 1, . . . , d

U(0, 1) , for u = d+ 1, . . . , r̃ − 1 .
(45)

TABLE II. NOTATION OF RELIABILITY METRICS AT EXPOSURE LEVELS

Parameter Definition
u exposure level
Pu probability of entering exposure level u
PUFu probability of data loss due to unrecoverable symbol errors at

exposure level u
PUF probability of data loss due to unrecoverable symbol errors
PDF probability of data loss due to r̃ successive device failures
PDL probability of data loss
qu probability that, at exposure level u, a codeword that has lost u

symbols can be restored
q̂u probability that, under instantaneous transitions from exposure level

1 to exposure level u, all of the Cu most-exposed codewords,
which have lost u symbols, can be restored

q̃u probability that, at exposure level u, an arbitrary entity is lost
q̆u expected amount of lost user data of an arbitrary entity at exposure

level u
q̃s,u(x) the probability of loss, at exposure level u, of an entity whose shard

size expressed in symbols is x

Furthermore, it holds that [21, Eq. (10)]

Cu ≈ C

u−1∏
i=1

Vi αi , for u = 1, . . . , r̃ , (46)

The reliability metrics of interest are derived using the
direct path approximation, which considers only transitions
from lower to higher exposure levels [2-6]. This implies that
each exposure level is entered only once. At any exposure level
u (u = d+ 1, . . . , r̃ − 1), data loss may occur during rebuild
owing to one or more unrecoverable failures, which is denoted
by the transition u → UF. Moreover, at exposure level r̃ − 1,
data loss occurs owing to a subsequent device failure, which
leads to the transition to exposure level r̃. Consequently, the
direct paths that lead to data loss are the following:
−−→
UFu : the direct path of successive transitions 1 → 2 →

· · · → u → UF, for u = d+ 1, . . . , r̃ − 1, and
−→
DF : the direct path of successive transitions 1 → 2 →

· · · → r̃ − 1 → r̃,

with corresponding probabilities PUFu
and PDF, respectively.

The notation for the probabilities of the events that lead to data
loss is summarized in Table II.

1) Data Loss: It holds that

PUFu
= Pu Pu→UF , for u = d+ 1, . . . , r̃ − 1 , (47)

where Pu is the probability of entering exposure level u
determined by [21, Eq. (17)]:

Pu ≈
(λ c

∏d
j=1 Vj)

u−d−1

(u− d− 1)!

E(Xu−d−1)

[E(X)]u−d−1

u−1∏
i=d+1

ñi

bi
V u−1−i
i ,

(48)
and Pu→UF is the probability of encountering an unrecoverable
failure during the rebuild process at this exposure level.

In [10], it was shown that PDL is accurately approximated
by the probability of all direct paths to data loss. Therefore,

PDL ≈ PDF +

r̃−1∑
u=d+1

PUFu
. (49)

Approximate expressions for the probabilities of data loss
PUFu

and PDF are subsequently obtained by the following
proposition.
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Proposition 1: For u = d+ 1, . . . , r̃ − 1, it holds that

PUFu

≈ −

λ c

d∏
j=1

Vj

u−d−1

E(Xu−d−1)

[E(X)]u−d−1

(
u−1∏

i=d+1

ñi

bi
V u−1−i
i

)

· log(q̂u)−(u−d−1)

(
q̂u −

u−d−1∑
i=0

log(q̂u)
i

i!

)
, (50)

where

q̂u ≜ q
fcor C

∏u−1
j=1 Vj

u , (51)

qu = 1−
m−u∑
j=r̃−u

(
m− u

j

)
P j
s (1− Ps)

m−u−j , (52)

PDF ≈
(λ c

∏d
j=1 Vj)

r̃−d−1

(r̃ − d− 1)!

E(X r̃−d−1)

[E(X)]r̃−d−1

r̃−1∏
i=d+1

ñi

bi
V r̃−1−i
i .

(53)

Proof: Immediate by combining Proposition 1 of [5] and
Proposition 1 of [21], and by also taking into account the
effect of correlated latent errors via the variable fcor, which
is determined by (6), as discussed in Appendix A.

Remark 3: For small values of Ps, and a according to
Remark 1 of [5], it holds that

qu ≈

1−
(
m− u

r̃ − u

)
P r̃−u
s , for Ps ≪

(
m−u
r̃−u

)− 1
r̃−u

0 , for Ps ≫
(
m−u
r̃−u

)− 1
r̃−u ,

(54)

q̂u ≈
{
1− Zu P

r̃−u
s , for Ps ≪ P ∗

s,u

0 , for Ps ≫ P ∗
s,u ,

(55)

where

Zu ≜ fcor C

u−1∏
j=1

Vj

(m− u

r̃ − u

)
, (56)

and P ∗
s,u = Z

− 1
r̃−u

u .

Corollary 1: For u = d+ 1, . . . , r̃ − 1, it holds that

PUFu ≈

{
Au P

r̃−u
s , for Ps ≪ P

(r̃)
s̃,u

Pu , for Ps ≫ P
(r̃)
s̃,u ,

(57)

where

Au ≜ fcor C

(
m− u

r̃ − u

)
(λ c)

u−d−1

(∏d
j=1 Vj

)u−d

(u− d)!
·

· E(Xu−d−1)

[E(X)]u−d−1

(
u−1∏

i=d+1

ñi

bi
V u−i
i

)
, (58)

Pu is determined by (48), and

P
(r̃)
s̃,u ≜

[
u− d

fcor C
(
m−u
r̃−u

)∏u−1
i=1 Vi

] 1
r̃−u

. (59)

Proof: See Appendix A.

Remark 4: It follows from (59) that P (r̃)
s̃,u is dominated by

the large value of C. Consequently, it holds that

0 = P
(r̃)
s̃,r̃ < P

(r̃)
s̃,r̃−1 < · · · < P

(r̃)
s̃,d+2 < P

(r̃)
s̃,d+1 . (60)

Remark 5: Note that PDL, as a function of Ps, exhibits
r̃ − d plateaus at levels Pu in the intervals (P

(r̃)
s̃,u , P

(r̃)
ŝ,u ),

for u = d + 1, · · · , r̃, respectively, where P
(r̃)
ŝ,d+1 ≜ 1 and

P
(r̃)
s̃,u is determined by (59). Also, [0, P

(r̃)
ŝ,u ) is the range of

values of Ps for which it holds that PUFu−1 ≪ PUFu . It
follows from approximation (57) that P

(r̃)
ŝ,u satisfies equation

Au−1 (P
(r̃)
ŝ,u )

r̃−u+1 = Pu, which, using (2) and (48), yields

P
(r̃)
ŝ,u ≜

[
λ s E(Xu−d−1) ñu−1

fcor
(
m−u+1
r̃−u+1

)
E(X)E(Xu−d−2) bu−1

] 1
r̃−u+1

.

(61)
Note also that when P

(r̃)
s̃,u > P

(r̃)
ŝ,u , the interval (P (r̃)

s̃,u , P
(r̃)
ŝ,u ) as

well as the corresponding plateau vanish.

Remark 6: From (61), and given that the term in the
bracket is quite small, it follows that

P
(r̃)
ŝ,r̃ < P

(r̃)
ŝ,r̃−1 < · · · < P

(r̃)
ŝ,d+2 < P

(r̃)
ŝ,d+1 = 1 . (62)

The methodology presented in [10] that considers the most
probable path to data loss yields an approximate function for
PDL. This function is obtained analytically by Corollary 1, and
Remarks 4, 5, and 6, and has the shape shown in a log-log
plot in Figure 7 along with the plateaus and corresponding
intervals.

Remark 7: The plateaus derived in the case where d = 0
are in agreement with those determined in [5].

Remark 8: According to Remarks 5 and 6, PDL and, by
virtue of (27), MTTDL is affected when

Ps ≫ P
(r̃)
ŝ,r̃

(3)(61)
=

λ s E(X r̃−d−1) ñr̃−1

fcor l E(X)E(X r̃−d−2) br̃−1
. (63)

2) Entity Loss: We proceed to derive the number of lost
entities during rebuild. Let Y be the number of lost entities. Let
also YDF and YUFu

denote the number of lost entities associated
with the direct paths

−→
DF and

−−→
UFu, respectively. Then, it holds

that [7, Eqs. (37), (38), (41)]

E(Y ) ≈ E(YDF) +

r̃−1∑
u=d+1

E(YUFu
) ≈ E(YDF) + E(YUF) ,

(64)
where YUF denotes the number of lost entities due to unrecov-
erable failures with its mean given by

E(YUF) ≈
r̃−1∑

u=d+1

E(YUFu) . (65)

Proposition 2: For u = d+ 1, . . . , r̃ − 1, it holds that

E(YUFu) ≈ C

E(J)

Pu

u− d

 u−1∏
j=1

Vj

 q̃u , (66)
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Figure 7. Approximate PDL vs. Ps considering the most probable path to data loss.

where q̃u, which denotes the probability that an arbitrary entity
is lost, is determined by

q̃u =

Es∑
j=1

q̃s,u

(es,j
l s

)
vj , for u = d+ 1, . . . , r̃ , (67)

with the probability q̃s,u(x) of loss, at exposure level u, of an
entity whose shard size expressed in symbols is x, determined
by

q̃s,u(x) ≜ 1− [1− fr(x)] q fcor (⌊x⌋+1)
u − fr(x) q fcor (⌊x⌋+2)

u ,
(68)

and the probability qu that a codeword that has lost u symbols
can be restored, determined by (52).

It also holds that

E(YDF) ≈ C

E(J)

PDF

r̃ − d

r̃−1∏
j=1

Vj , (69)

where C is determined by (2), Ps is determined by (5), fr(x)
is determined by (9), E(J) is determined by (16). Also, the
probability Pu of entering exposure level u is determined by
(48).

Proof: Equation (66) is obtained in Appendix B. Equation
(69) is obtained from (66) by setting u = r̃ and recognizing
that qr̃ = 0, q̃s,r̃(x) = 1, ∀x ∈ R, q̃r̃ = 1, and Pr̃ = PDF.

Remark 9: For u = d+ 1, . . . , r̃ − 1 and for small values
of Ps, it follows from (68) and (54) that

q̃s,u(x) ≈

fcor (x+ 1)

(
m− u

r̃ − u

)
P r̃−u
s , for Ps ≪ P#

s,u(x)

1 , for Ps ≫ P#
s,u(x) ,

(70)

where P#
s,u(x) is obtained from the approximation (70),

q̃s,u(x) ≈ fcor (x + 1)
(
m−u
r̃−u

)
P#
s,u(x)

r̃−u = 1, as follows:

P#
s,u(x) ≜

[
fcor (x+ 1)

(
m−u
r̃−u

)]− 1
r̃−u

. Also, for u = r̃, and
given that qr̃ = 0, it follows from (68) that

q̃s,r̃(x) = 1 , ∀x ∈ R . (71)

From (67), and using (70) and (71), it follows that

q̃u ≈ fcor

(
E(es)

l s
+ 1

)(
m− u

r̃ − u

)
P r̃−u
s , for Ps ≪ P

(r̃)
ṡ,u ,

(72)
where

P
(r̃)
ṡ,u ≜ P#

s,u

(es,Es

l s

)
=

[
fcor

(es,Es

l s
+ 1
)(m− u

r̃ − u

)]− 1
r̃−u

,

(73)
and, for u = r̃,

q̃r̃ = 1 . (74)

Remark 10: Let P (r̃)
s̈,u be the value of Ps for which it holds

that E(YUFu−1
) ≈ E(YUFu

), for u = d + 2, . . . , r̃. It follows
from (48), (66), and (72) that

P
(r̃)
s̈,u ≜

λ c (r̃ − u+ 1) ñu−1

(m− u+ 1) (u− d) bu−1
· E(Xu−d−1)

E(X)E(Xu−d−2)
·
u−1∏
i=1

Vi .

(75)

Corollary 2: For deterministic rebuild time distributions, it
holds that

P
(r̃)
s̈,r̃ < P

(r̃)
s̈,r̃−1 < · · · < P

(r̃)
s̈,d+1 . (76)
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Proof: See Appendix C.

For Weibull rebuild time distributions, including exponen-
tial ones, relation (76) does not necessarily hold. Nevertheless,
the following relation always holds.

Corollary 3: For Weibull rebuild time distributions, it
holds that

P
(r̃)
s̈,r̃ < P

(r̃)
s̈,u , for u = d+ 2, . . . , r̃ − 1 . (77)

Proof: See Appendix D.

Remark 11: Note that for d=0, the P
(r̃)
s̈,u obtained from

(75) is equal to P
(r̃)
š,u , as determined by Eq. (54) of [5]. There-

fore, by considering Remarks 8 and 9 of [5] and Corollaries 2
and 3, we deduce that for the deterministic and Weibull rebuild
time distributions and for any value of d, [0, P (r̃)

s̈,u ) is the range
of values of Ps for which it holds that E(QUFr̃

) ≪ E(QUFu
),

for u = 1, . . . , r̃− 1, where Q is the (not effective) amount of
lost user data. Consequently, EAFDL is affected when

Ps ≫ P
(r̃)
š,r̃ = P

(r̃)
s̈,r̃ (78)

Remark 12: According to (71) and given that q̃r̃ = 1,
for u = r̃, approximation (72) yields q̃r̃(approximation)
≈ fcor

(
E(es)
l s + 1

)
> 1 = q̃r̃. This in turn implies that

E(YUFr̃
)/E(YDF) ≈ fcor

(
E(es)
l s + 1

)
> 1, given that fcor ≥ 1.

Moreover, let P (r̃)
s̀,r̃ be the value of Ps for which it holds that

E(YUFr̃−1
) ≈ E(YDF). From the above, and using (48), (53),

(66), (69), (72), and (75), it follows that

P
(r̃)
s̀,r̃ ≈

P
(r̃)
s̈,r̃

fcor

(
E(es)
l s + 1

) < P
(r̃)
s̈,r̃ . (79)

Remark 13: For the deterministic and Weibull rebuild time
distributions, inequalities (76), (77), and (79) imply that

P
(r̃)
s̀,r̃ < P

(r̃)
s̈,u , for u = d+ 1, . . . , r̃ − 1 . (80)

Therefore, for values of Ps in the interval [0, P (r̃)
s̀,r̃ ), it holds that

E(YUFu) ≪ E(YDF), for u = d+ 1, . . . , r̃ − 1. Consequently,
from (64), E(Y ) and, by virtue of (29), EAFEL are affected
when

Ps ≫ P
(r̃)
s̀,r̃ , (81)

where P
(r̃)
s̀,r̃ is obtained using (3), (75) and (79) as follows:

P
(r̃)
s̀,r̃ ≜

λ c ñr̃−1 E(X r̃−d−1)

fcor

(
E(es)
l s

+ 1
)
l (r̃ − d) br̃−1 E(X)E(X r̃−d−2)

r̃−1∏
i=1

Vi .

(82)

Corollary 4: For small values of Ps such that Ps ≪
min

(
P

(r̃)
s̃,u , P

(r̃)
ṡ,u

)
, the following relation holds

E(YUFu
) ≈ E(J) + 1

E(J)
PUFu

. (83)

Proof: See Appendix E.

3) Effective Amount of Data Loss: We proceed to derive
the effective amount of lost user data during rebuild. Let Q̆ be
the amount of user data contained in the Y lost entities, which
is permanently lost, too. Let also Q̆DF and Q̆UFu

denote the
amount of lost user data associated with the direct paths

−→
DF

and
−−→
UFu, respectively.

Similar to (64), it holds that

E(Q̆) ≈ E(Q̆DF) +

r̃−1∑
u=d+1

E(Q̆UFu
) ≈ E(Q̆DF) + E(Q̆UF) ,

(84)
where Q̆UF denotes the amount of user data lost due to
unrecoverable failures with its mean given by

E(Q̆UF) ≈
r̃−1∑

u=d+1

E(Q̆UFu) . (85)

Proposition 3: For u = d+ 1, . . . , r̃ − 1, it holds that

E(Q̆UFu
) ≈ C

E(J)

Pu

u− d

 u−1∏
j=1

Vj

 q̆u , (86)

where the expected amount q̆u of lost user data of an arbitrary
entity is determined by

q̆u =

Es∑
j=1

es,j q̃s,u

(es,j
l s

)
vj . (87)

It also holds that

E(Q̆DF) ≈ C

E(J)

PDF

r̃ − d

 r̃−1∏
j=1

Vj

 q̆r̃ , (88)

where C is determined by (2), E(J) is determined by (16),
q̃s,u(x) is determined by (68), Pu is determined by (48), PDF
is determined by (53), and Vj are determined by (37), (40),
and (43).

Proof: Equations (86) and (87) are obtained in Appendix
B. Equation (88) is obtained from (86) by setting u = r̃ and
recognizing that Pr̃ = PDF.

Remark 14: For u = d+1, . . . , r̃− 1 and for small values
of Ps, it follows from (87), and using (70), that

q̆u ≈ fcor

(
E(es

2)

l s
+ E(es)

)(
m− u

r̃ − u

)
P r̃−u
s , Ps ≪ P

(r̃)
ṡ,u ,

(89)
where P

(r̃)
ṡ,u is determined by (73). Moreover, for u = r̃ and

using (13) and (71), (87) yields

q̆r̃ = E(es) . (90)

Also, from (72) and (89), it follows that

q̆u ≈ f(es)E(es) q̃u , (91)

where

f(es) ≜

E(es
2)

l s
+ E(es)(

E(es)

l s
+ 1

)
E(es)

≥ 1 , (92)
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with the inequality being deduced from the fact that for any
random variable X , it holds that E(X2) ≥ E(X)2.

Combining (66), (86), and (91) yields

E(Q̆UFu
) ≈ f(es)E(es) E(YUFu

) , (93)

Also, from (69), (88), and (90), it follows that

E(Q̆DF) ≈ E(YDF)E(es) . (94)

Remark 15: From Remark 10 and (93), it follows that
E(Q̆UFu

) ≈ E(Q̆UFu−1
) for Ps = P

(r̃)
s̈,u , which is determined

by (75).

Remark 16: According to (90) and given that q̆r̃ = E(es),
for u = r̃, approximation (89) yields q̆r̃(approximation) ≈
fcor

(
E(es

2)
l s + E(es)

)
> E(es) = q̃r̃. This in turn implies

that E(Q̆UFr̃−1
)/E(Q̆DF) ≈ fcor

(
E(es

2)
l s + E(es)

)
/E(es) >

1, given that fcor ≥ 1. Moreover, let P (r̃)
s̆,r̃ be the value of Ps for

which it holds that E(Q̆UFr̃−1
) ≈ E(Q̆DF). From the above,

and using (48), (53), (75), (79), (86), (88), (89), and (92), it
follows that

P
(r̃)
s̆,r̃ ≈

E(es) P
(r̃)
s̈,r̃

fcor

(
E(es2)

l s + E(es)
) ≈

P
(r̃)
s̀,r̃

f(es)
≤ P

(r̃)
s̀,r̃ < P

(r̃)
s̈,r̃ .

(95)

Remark 17: For the deterministic and Weibull rebuild time
distributions, inequalities (76), (77), and (98) imply that

P
(r̃)
s̆,r̃ < P

(r̃)
s̈,u , for u = d+ 1, . . . , r̃ − 1 . (96)

Therefore, for values of Ps in the interval [0, P (r̃)
s̆,r̃ ), it holds that

E(Q̆UFu
) ≪ E(Q̆DF), for u = d+1, . . . , r̃− 1. Consequently,

from (84), E(Q̆) and, by virtue of (31), EAFEDL are affected
when

Ps ≫ P
(r̃)
s̆,r̃ , (97)

where P
(r̃)
s̆,r̃ is obtained using (3), (75) and (79) as follows:

P
(r̃)
s̆,r̃ ≜

E(es) (
∏r̃−1

i=1 Vi ) λ c ñr̃−1 E(X r̃−d−1)

fcor

(
E(es2)

l s
+ E(es)

)
l (r̃ − d) br̃−1 E(X)E(X r̃−d−2)

.

(98)

Corollary 5: For small values of Ps such that Ps ≪ P
(r̃)
s̆,r̃ ,

the fraction of lost entities E(Y )/NE reflects the fraction of
lost user data E(Q̆)/U and therefore it holds that EAFEL ≈
EAFEDL, which is determined by

EAFEDL ≈ m PDF

n (r̃ − d) E(T )

 r̃−1∏
j=1

Vj

 , for Ps ≪ P
(r̃)
s̆,r̃ .

(99)
Moreover, the common value of the EAFEL and EAFEDL
reliability metrics does not depend on the entity sizes nor the
symbol size.

Proof: From (64), (84), and according to Remark 16, we
deduce that, for Ps ≪ P

(r̃)
s̆,r̃ , it holds that E(Y ) ≈ E(YDF)

and E(Q̆) ≈ E(Q̆DF). Consequently, combining (29), (30),

TABLE III. PARAMETER VALUES

Parameter Definition Values
n number of storage devices 64
c amount of data stored on each device 20 TB
s symbol (sector or data set) size 512 B, 5 MB
λ−1 mean time to failure of a storage device 876,000 h
b rebuild bandwidth per device 100 MB/s
m symbols per codeword 16
l user-data symbols per codeword 13, 14, 15
d lazy rebuild threshold (0 ≤ d < m− l) 0, 1, 2
U amount of user data stored in the system 1.04 to 1.2 PB
µ−1 time to read an amount c of data at a rate

b from a storage device
55.5 h

(31), and (94), yields E(Y )/NE ≈ E(Q̆)/U and EAFEL ≈
EAFEDL. Moreover, substituting (88) into (31), and using (2)
and (16), yields (99). From (28), (37), (40), (43), and (53), we
deduce that all variables involved in (99) are independent of
the symbol size s and the entity sizes es,1, · · · , es,Es .

VI. NUMERICAL RESULTS

Here, we assess the reliability of the clustered and declus-
tered placement schemes for the system and the parameter
values considered in [7], as listed in Table III. The system is
comprised of n = 64 devices (HDDs), it is protected by MDS
erasure codes with m = 16 and l = 13, 14, 15 and employs
a lazy rebuild scheme with a threshold d = 0, 1, and 2. Each
HDD stores an amount of c = 20 TB with a sector (symbol)
size s of 512 bytes. The value for the parameter λ−1 is chosen
to be 876, 000 h (100 years) that corresponds to an AFR of
1%. Also, for an average reserved rebuild bandwidth b of 100
MB/s, the mean rebuild time of a device is E(X) = c/b = 55.5
h, such that λ/µ = 6.3×10−5 ≪ 1, which, according to (34),
is a condition that ensures the accuracy of the reliability results
obtained. Moreover, it is assumed that the maximum network
rebuild bandwidth is sufficiently large (Bmax ≥ n b = 6.4
GB/s), that the rebuild time distribution is deterministic, such
that E(Xk) = [E(X)]k, and that sector errors are correlated
with B̄ ≈ 1. From (6), it follows that fcor ≈ 1, which implies
that the obtained results also apply to the case of independent
sector errors.

The probability of data loss PDL, which does not de-
pend on the entity size, is determined by (49) as a
function of Ps and shown in Figure 8 for the declus-
tered placement scheme (k=n=64) for various MDS-
coded configurations with m=16, l=13, and varying val-
ues of d. The probabilities PUFu

and PDF are also shown,
as obtained from (50) and (53), respectively. We observe
that PDL increases monotonically with Ps and, accord-
ing to Remark 5, exhibits a number of r̃ − d plateaus.
For d=0, the four plateaus are obtained from (59) and
(61) as follows: [0, 1.75×10−15), (1.1×10−10, 1.58×10−8),
(1.54×10−6, 3.68×10−6), and (3.83×10−5, 1]. For d=1, the
3 plateaus are [0, 1.75×10−15), (7.33×10−11, 1.58×10−8),
and (1.09×10−6, 1]. For d=2, the two plateaus are
[0, 1.75×10−15), and (3.66×10−11, 1]. In the interval
[4.096×10−12, 4.096×10−9] of practical importance for Ps,
which is indicated between the two vertical dashed lines, the
probability of data loss PDL and, by virtue of (27), the MTTDL
are degraded by one order of magnitude.

Next, we assess the reliability for the declustered place-
ment scheme (k=n=64) for the MDS-coded configurations



82International Journal on Advances in Networks and Services, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/networks_and_services/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

(a) d = 0 (b) d = 1 (c) d = 2

Figure 8. Probability of data loss PDL vs. Ps for d = 0, 1, 2; m = 16, l = 13, (r̃ = 4), n = k = 64, λ/µ = 0.00006, c = 20 TB, and s = 512 B.

(a) k = 64 (declustered data placement scheme) (b) k = 16 (clustered data placement scheme)

Figure 9. Normalized MTTDL vs. Ps for various MDS(m, l, d) codes; n = 64, λ/µ = 0.00006, c = 20 TB, and s = 512 B.

considered in [7] with m=16 and varying values of l and
d. These configurations are denoted by MDS(m,l,d) and the
corresponding results are shown in Figures 9, 10, and 11 by
solid lines for d = 0 (no lazy rebuild employed), dashed lines
for d = 1 and dotted lines for d = 2. Six configurations
are considered: MDS(16,13,0), MDS(16,13,1), MDS(16,13,2),
MDS(16,14,0), MDS(16,14,1), and MDS(16,15,0), for each of
the declustered and clustered data placement schemes. In par-
ticular, for the clustered placement scheme, the MDS(16,15,0)
and MDS(16,14,0) configurations correspond to the RAID-5
and RAID-6 systems.

The normalized λMTTDL measure, which does not de-
pend on the entity size, is obtained from (27) as a function of
Ps and shown in Figure 9(a) for the declustered data placement
scheme. The MTTDL for the MDS(16,13,0), MDS(16,13,1),
and MDS(16,13,2) configurations is depicted by the red curves
and is obtained from the probability of data loss shown in
Figure 8. We observe that MTTDL decreases monotonically
with Ps and, according to Remark 5, exhibits r̃ − d plateaus.
In the interval of interest for Ps, MTTDL is degraded by orders
of magnitude. Increasing the number of parities (reducing
l) improves reliability by orders of magnitude. By contrast,
employing lazy rebuild degrades reliability by orders of magni-
tude. Moreover, for equivalent systems, such as MDS(16,15,0),
MDS(16,14,1) and MDS(16,13,2), MTTDL increases as d
increases. We call equivalent systems those that employ a given
codeword length m and have the same number m − l − d of

exposure levels at which the rebuild process is active.

The normalized λMTTDL measure for the clustered data
placement scheme is shown in Figure 9(b). We observe that the
declustered placement scheme achieves a significantly higher
MTTDL than the clustered one.

The normalized EAFEL/λ reliability metric corresponding
to the declustered data placement scheme is obtained from (29)
and shown in Figure 10(a) for a fixed entity size of es = 10
GB. In the interval [10−15, 10−12] of interest for Pb, EAFEL is
degraded by orders of magnitude. Note that in the case of fixed-
size entities, the values of the EAFEL and EAFEDL metrics
are the same, because the fraction of lost entities reflects the
fraction of lost user data.

Next, we consider the case of a discrete bimodal distribu-
tion for the entity size, with es,1 = 1 MB, es,2 = 1 TB, and
probabilities v1 ≊ 0.99 and v2 ≊ 0.01 chosen such that the
average entity size E(es) is v1 es,1 + v2 es,2 = 10 GB, which
is the same as the entity size es in the fixed-entity-size case
considered previously. From (16), it follows that the average
shard size E(J) remains the same, which, according to (30),
implies that the number NE of entities in the system remains
the same as in the fixed-entity-size case. The resulting EAFEL
is shown in Figure 10(b). Comparing the case of bimodal
entity sizes with that of fixed entity sizes, we observe that, for
Pb < 10−14, reliability remains essentially the same, whereas
for higher values of Pb, EAFEL is reduced. The reason for that
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is the following. For very small values of Pb, there can be at
most one codeword lost, which results in one lost entity. Thus,
the fraction of lost entities is 1/NE in both cases. However,
the lost entity in the fixed case has a size of 10 GB which
is different from that of the lost entity in the bimodal case,
which is either 1 MB or 1 TB. In fact, the size of the lost
entity in the bimodal case is almost surely 1 TB, because the
probability of this event is v2 es,2/E(es) ≈ 1. Consequently,
the size of 1 TB of the lost entity in the bimodal case is 100
times larger than that of 10 GB of the entity lost in the fixed
case. This is reflected in Figure 10(c) that shows the EAFEDL
metric. Note that for Pb = 10−15, indicated by the left vertical
dashed line, EAFEDL is about 100 times larger than EAFEL.
Consequently, in the case of variable size entities, it is more
appropriate to consider the EAFEDL rather than the EAFEL
metric, because it captures the amount of lost user data. Also,
Figures 10(b) and 10(c) confirm Corollary 5 according to
which, for small values of Pb such that Pb ≪ P

(r̃)
s̆,r̃ /s, the

EAFEL and EAFEDL metrics tend to the same value. This
holds because, when Pb = 0, the fraction of lost entities
reflects the fraction of lost user data.

Clearly, the vulnerability of entities to loss increases with
their size, which implies that lost entities are most likely
large rather than small. For the case of the bimodal entity
sizes, and for v2 ≊ 0.01, the number of the large 1-TB
entities is significantly smaller than that of the 1-MB entities.
We therefore deduce that the fraction of lost entities in the
bimodal case is smaller than that for the fixed case, and this is
more pronounced for larger values of Pb, as it is reflected
by the EAFEL metric. By contrast, EAFEDL is larger in
the bimodal case compared to the fixed case for the entire
range of bit error rates. We therefore deduce that increasing
the variability of the entity sizes, while keeping their average
constant, results in degraded EAFEDL, but improved EAFEL,
which is misleading. Clearly, the EAFEL metric that assesses
the fraction of lost entities does not account for their size and
the corresponding amount of lost user data and this led us to
introduce the EAFEDL metric.

By observing Figures 11(a), 11(b) 11(c) that show the
reliability results for the case of clustered placement, we arrive
to the same conclusions. From the above discussion, it follows
that in the case of variable size entities, it is important to
consider the EAFEDL rather than the EAFEL metric.

The expected fraction of lost entities E(Y )/NE is obtained
from (64) and shown in Figure 12 for the declustered place-
ment scheme (k = n = 64) for various MDS-coded configu-
rations with m = 16, l = 13, and varying values of d. The ex-
pected fractions of lost entities E(YUFu

)/NE and E(YDF)/NE

are also shown as determined by (65) and (69), respectively.
We observe that each of the E(YUFu

)/NE curves exhibits
two plateaus owing to the bimodal nature of the entity sizes.
According to Remark 13, E(Y ) and EAFEL degrade when Ps

is greater than P
(r̃)
s̀,r̃ , which for deterministic rebuild times and

in the absence of network rebuild bandwidth constraints, by
virtue of (82), is equal to 1.3×10−13. For a symbol size of 512
bytes, the corresponding unrecoverable bit error probability is
Pb ≈ P

(r̃)
s̀,r̃ / (512× 8) = 1.3× 10−13 / 4096 = 3.18× 10−17.

This is depicted by the red curves in Figures 12 and 10(b).

The expected fraction of the effective amount of lost user

data E(Q̆)/U is obtained from (84) and shown in Figure 13.
The expected fractions of the effective amounts of lost user
data E(Q̆UF)/U and E(Q̆DF)/U are also shown as determined
by (85) and (88), respectively. Despite the bimodal nature
of the entity sizes, we observe that in this case each of the
E(Q̆UF)/U curves exhibits only a single plateau. According
to Remark 17, E(Q̆) and EAFEDL degrade when Ps is
greater than P

(r̃)
s̆,r̃ , which for deterministic rebuild times and

in the absence of network rebuild bandwidth constraints, by
virtue of (98), is equal to 1.3 × 10−15. For a symbol size
of 512 bytes, this degradation occurs when the unrecoverable
bit error probability Pb is greater than P

(r̃)
s̆,r̃ / (512 × 8) =

1.3 × 10−15 / 4096 = 3.18 × 10−19. This is depicted by the
red curves in Figures 13 and 10(c). Note also that for extremely
small values of Pb, such that Pb ≪ 3.18×10−19, and according
to Corollary 5, it holds that E(Q̆)/U ≈ E(Y )/NE . This also
holds when Pb → 1.

The effect of symbol size on reliability is assessed by
considering the case of a large 5-MB symbol size. The
corresponding normalized EAFEL/λ and EAFEDL/λ relia-
bility metrics are shown in Figures 14 and 15. As expected,
comparing these results with those shown in Figures 10 and 11,
system reliability degrades compared to the case of a smaller
symbol size. This degradation applies to both the EAFEL and
EAFEDL reliability metrics.

Next, we assess the system reliability for the CERN file
size distribution [22] that was considered in [23] and listed in
Table IV shown in Appendix B. For the file sizes uniformly
distributed within the bins, the mean is 843 MB, the standard
deviation is 2.8 GB, the second moment is 8.9 GB2 and
the coefficient of variation is equal to 3.39. It turns out that
the reliability metrics are extremely well approximated by
considering the file sizes es,j to be the bin mean sizes, such
that Es = 38. In this case, the mean is 843 MB, the standard
deviation is 2.8 GB, the second moment is 8.5 GB2 and the
coefficient of variation is 3.37. The corresponding reliability
results are shown in Figures 16 and 17. In all cases considered,
the reliability level achieved by the declustered data placement
scheme is higher than that of the clustered one.

VII. REAL-WORLD ERASURE CODING SCHEMES

Here we assess the reliability of systems that store files
whose size is distributed according to the CERN distribution
listed in Table IV and shown in Figure 24(a). In particular,
we assess the reliability of the practical systems considered
in [4] that store an amount of U = 1.2 PB user data on
devices (disks) whose capacity is c = 20 TB. This amount
of user data can therefore be stored on U/c = 60 devices. The
system comprises n devices, where n is determined using (1)
as follows:

n =
U

c

m

l
= 60

m

l
. (100)

Subsequently, we consider the following real-world erasure
coding schemes:

1) the 3-way replication (triplication) scheme that was ini-
tially used by Google’s GFS, Microsoft® Azure1, and

1Microsoft is a trademark of Microsoft Corporation in the United States,
other countries, or both.
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(a) Fixed Entity Size: es = 10 GB (b) Bimodal Entity Sizes: es,1=1 MB, es,2=1 TB (c) Bimodal Entity Sizes: es,1=1 MB, es,2=1 TB

Figure 10. Normalized EAFEL and EAFEDL vs. Pb for various MDS(m, l, d) codes; symbol size s = 512 B, declustered data placement.

(a) Fixed Entity Size: es = 10 GB (b) Bimodal Entity Sizes: es,1=1 MB, es,2=1 TB (c) Bimodal Entity Sizes: es,1=1 MB, es,2=1 TB

Figure 11. Normalized EAFEL and EAFEDL vs. Pb for various MDS(m, l, d) codes; symbol size s = 512 B, clustered data placement.

(a) d = 0 (b) d = 1 (c) d = 2

Figure 12. Normalized E(Y ) vs. Ps for d = 0, 1, 2; m = 16, l = 13, (r̃ = 4), n = k = 64, c = 20 TB, and s = 512 B, bimodal entity sizes.

(a) d = 0 (b) d = 1 (c) d = 2

Figure 13. Normalized E(Q̆) vs. Ps for d = 0, 1, 2; m = 16, l = 13, (r̃ = 4), n = k = 64, c = 20 TB, and s = 512 B, bimodal entity sizes.
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(a) Fixed Entity Size: es = 10 GB (b) Bimodal Entity Sizes: es,1=1 MB, es,2=1 TB (c) Bimodal Entity Sizes: es,1=1 MB, es,2=1 TB

Figure 14. Normalized EAFEL and EAFEDL vs. Pb for various MDS(m, l, d) codes; symbol size s = 5 MB, declustered data placement.

(a) Fixed Entity Size: es = 10 GB (b) Bimodal Entity Sizes: es,1=1 MB, es,2=1 TB (c) Bimodal Entity Sizes: es,1=1 MB, es,2=1 TB

Figure 15. Normalized EAFEL and EAFEDL vs. Pb for various MDS(m, l, d) codes; symbol size s = 5 MB, clustered data placement.

(a) Fixed File Size: es = 843 MB (b) CERN File Sizes; E(es) = 843 MB (c) CERN File Sizes; E(es) = 843 MB

Figure 16. Normalized EAFEL and EAFEDL vs. Pb for various MDS(m, l, d) codes; symbol size s = 512 B, declustered data placement.

(a) Fixed File Size: es = 843 MB (b) CERN File Sizes; E(es) = 843 MB (c) CERN File Sizes; E(es) = 843 MB

Figure 17. Normalized EAFEL and EAFEDL vs. Pb for various MDS(m, l, d) codes; symbol size s = 512 B, clustered data placement.



86International Journal on Advances in Networks and Services, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/networks_and_services/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Facebook. In this case, m = 3, l = 1, with a correspond-
ing storage efficiency of seff = 33%. According to (100),
this scheme requires the employment of n = 180 devices.

2) the RS(9,6) erasure coding scheme employed by Google’s
GFS as well as QFS [24][25], which for m = 9 and l = 6
achieves a storage efficiency of seff = 66% and requires
a number of n = 90 devices.

3) the MDS(16,12) erasure coding scheme akin to the
LRC(16,12) code used by Microsoft® Azure [26], which
for m = 16 and l = 12 achieves a storage efficiency of
seff = 75% and requires a number of n = 80 devices.

4) the RS(14,10) erasure coding scheme employed by Face-
book [27], which for m = 14 and l = 10 achieves a
storage efficiency of seff = 71% and requires a number
of n = 84 devices.

We proceed to assess the reliability of the four erasure
coding schemes assuming a 512-B symbol size and for the
declustered data placement scheme, which achieves a superior
data reliability. The results for the EAFEL and EAFEDL
reliability metrics are shown in Figures 18 and 19, respectively.
We observe that, in all cases, EAFEDL is larger than EAFEL.

First, we assess the reliability of the 3-way replication
(triplication) scheme. Figure 19(a) shows that, in the interval
of interest for Pb, EAFEDL ranges between 10−12 and 10−9.
In particular, when Pb is larger than 10−14, EAFEDL is larger
than 10−11, the durability of eleven nines (11 9s) targeted by
the Amazon S3 [28]. Employing the MDS(9,6) coding scheme,
improves reliability by orders of magnitude. Figure 19(b)
shows that, in the interval of interest for Pb, EAFEDL ranges
between 10−16 and 10−13. Further reliability improvement
is achieved by employing the MDS(16,12) coding scheme.
According to Figure 19(c), in the interval of interest for
Pb, EAFEDL ranges between 10−20 and 10−17. Superior
reliability is achieved by employing the MDS(14,10) coding
scheme. Figure 19(d) shows that, in the interval of interest for
Pb, EAFEDL ranges between 10−21 and 10−18.

Also, Figures 18 and 19 confirm Corollary 5 according
to which, for small values of Pb such that Pb ≪ P

(r̃)
s̆,r̃ /s,

the EAFEL and EAFEDL metrics tend to the same value.
However, in the interval of interest for Pb, by employing the 3-
way replication, MDS(9,6), and MDS(16,12) coding schemes,
both EAFEL and EAFEDL improve by four orders of mag-
nitude, successively. By contrast, employing the MDS(14,10)
coding scheme results in a reliability improvement of only one
order of magnitude of that achieved by the MDS(16,12) coding
scheme.

We proceed to assess the reliability of the four erasure
coding schemes for the declustered data placement scheme by
considering the case of a large 5-MB symbol size. The results
for the EAFEL and EAFEDL reliability metrics are shown in
Figures 20 and 21, respectively. We observe that, in all cases,
EAFEDL is larger than EAFEL.

First, we assess the reliability of the 3-way replication
scheme. Figure 21(a) shows that, in the interval of interest for
Pb, EAFEDL ranges between 10−12 and 10−7. In particular,
when Pb is larger than 10−14, EAFEDL is larger than 10−11,
the durability of eleven nines (11 9s) targeted by the Amazon
S3. Comparing Figures 18(a) and 20(a) as well as Figures
19(a) and 21(a), we observe that the increased symbol size

affects EAFEL and EAFEDL only for Pb values in the interval
(10−14, 10−7).

Employing the MDS(9,6) coding scheme, improves relia-
bility by orders of magnitude. Figure 21(b) shows that, in the
interval of interest for Pb, EAFEDL ranges between 10−16

and 10−10. In particular, when Pb is larger than 8 × 10−13,
EAFEDL is larger than 10−11, the durability of eleven nines
(11 9s) targeted by the Amazon S3 [28]. Comparing Figures
18(b) and 20(b) as well as Figures 19(b) and 21(b), we
observe that the increased symbol size affects EAFEL and
EAFEDL only for Pb values in the intervals (10−15, 10−5)
and (10−15, 10−6), respectively.

Further reliability improvement is achieved by employing
the MDS(16,12) coding scheme. According to Figure 19(c), in
the interval of interest for Pb, EAFEDL ranges between 10−20

and 10−13. Comparing Figures 18(c) and 20(c) as well as
Figures 19(c) and 21(c), we observe that the increased symbol
size affects EAFEL and EAFEDL only for Pb values in the
intervals (10−15, 10−5) and (10−15, 10−6), respectively.

Superior reliability is achieved by employing the
MDS(14,10) coding scheme. Figure 21(d) shows that, in the
interval of interest for Pb, EAFEDL ranges between 10−21 and
10−13. Comparing Figures 18(d) and 20(d) as well as Figures
19(d) and 21(d), we observe that the increased symbol size
affects EAFEL and EAFEDL only for Pb values in the interval
(10−15, 10−5).

Figures 20 and 21 confirm Corollary 5 according to
which, for small values of Pb such that Pb ≪ P

(r̃)
s̆,r̃ /s,

the EAFEL and EAFEDL metrics tend to the same value.
However, for Pb = 10−15, by employing the 3-way repli-
cation, MDS(9,6), and MDS(16,12) coding schemes, both
EAFEL and EAFEDL improve by four orders of magnitude,
successively. By contrast, employing the MDS(14,10) coding
scheme results in a reliability improvement of only one order
of magnitude of that achieved by the MDS(16,12) coding
scheme. Also, for Pb = 10−12, by employing the 3-way
replication, MDS(9,6), and MDS(16,12) coding schemes, both
EAFEL and EAFEDL improve by three orders of magnitude,
successively. By contrast, employing the MDS(14,10) coding
scheme does not achieve any reliability improvement compared
to the MDS(16,12) coding scheme.

A. Reliability Improvement

The improvement of the EAFEL and EAFEDL reliability
metrics achieved by the erasure coding schemes considered
over the initial 3-way replication is shown in Figures 22 and
23.

For the declustered data placement and for a symbol size of
512 B, Figure 22 demonstrates that in the interval of interest,
the MDS(9,6) erasure coding scheme improves reliability by
four orders of magnitude, the MDS(16,12) erasure coding
scheme improves reliability by eight orders of magnitude,
whereas the MDS(14,10) erasure coding scheme improves
reliability by nine orders of magnitude.

For the declustered data placement and for a symbol size of
5 MB, Figure 23 demonstrates that in the interval of interest,
the reliability improvement achieved by the erasure coding
schemes considered varies. In particular, for Pb = 10−15, the
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(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 18. EAFEL vs. Ps for various MDS coding schemes; symbol size s = 512 B, declustered data placement.

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 19. EAFEDL vs. Ps for various MDS coding schemes; symbol size s = 512 B, declustered data placement.

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 20. EAFEL vs. Ps for various MDS coding schemes; symbol size s = 5 MB, declustered data placement.

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 21. EAFEDL vs. Ps for various MDS coding schemes; symbol size s = 5 MB, declustered data placement.

MDS(9,6) erasure coding scheme improves reliability by four
orders of magnitude, the MDS(16,12) erasure coding scheme
improves reliability by eight orders of magnitude, whereas
the MDS(14,10) erasure coding scheme improves reliability
by nine orders of magnitude. However, for Pb = 10−12,
the MDS(9,6) erasure coding scheme improves reliability
by three orders of magnitude, whereas the MDS(16,12) and
MDS(14,10) erasure coding scheme improve reliability by six
orders of magnitude.

VIII. CONCLUSIONS

The Expected Annual Fraction of Entity Loss EAFEL
metric assesses the durability of data storage systems at an
entity, say file, object, or block level. Contrary to the Mean
Time to Data Loss (MTTDL) metric, EAFEL is affected by the
distribution of the number of codewords that entities span. The
distribution of this number was obtained analytically in closed
form for the segregated and the random entity placement cases
as a function of the size of the entities and the frequency of
their occurrence. It was also demonstrated that, in certain cases
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(a) EAFEL ratios (b) EAFEDL ratios

Figure 22. Ratios of the EAFEL and EAFEDL metrics for the MDS(9,6), MDS(16,12), and MDS(14,10) schemes to those corresponding to the 3-way replication
scheme; symbol size s = 512 B, declustered data placement.

(a) EAFEL ratios (b) EAFEDL ratios

Figure 23. Ratios of the EAFEL and EAFEDL metrics for the MDS(9,6), MDS(16,12), and MDS(14,10) schemes to those corresponding to the 3-way replication
scheme; symbol size s = 5 MB, declustered data placement.

of deterministic entity placements of variable-size entities, this
distribution also depends on their actual placement.

To evaluate the durability of storage systems in the case
of variable-size entities, a new reliability metric was in-
troduced, the Expected Annual Fraction of Effective Data
Loss (EAFEDL), which assesses the fraction of lost user
data annually at the entity level. The MTTDL, EAFEL,
and EAFEDL metrics were obtained analytically for erasure-
coding redundancy schemes and for the clustered, declustered,
and symmetric data placement schemes. Closed-form expres-
sions capturing the effect of unrecoverable latent errors and
lazy rebuilds were derived. We established that the reliability of
storage systems is adversely affected by the presence of latent
errors and that the declustered data placement scheme offers
superior reliability. We demonstrated that an increased variabil-
ity of entity sizes results in improved EAFEL, but degraded
EAFEDL. We also established that EAFEL and EAFEDL are
adversely affected by the symbol size. We considered several
real-world erasure coding schemes and demonstrated their
efficiency. The analytical reliability results obtained enable the
identification of erasure-coded redundancy schemes that ensure
a desired level of reliability.

This work has the potential to be applied for further studies
of data storage reliability and it is particularly relevant for tape
storage reliability, which is a subject of further investigation
[29].

APPENDIX A

Proof of Corollary 1.

From Eqs. (57) and (65) of [21], (61) of [21] yields

PUFu(Rd+1) ≈ − (λbd+1Rd+1)
u−d−1

(
u−1∏

i=d+1

ñi

bi
V u−1−i
i

)
·

·

(
∞∑
j=1

log(q̂u)
j

(u− d− 1 + j)!

)
.

(101)

From (55) and for Ps ≪ P ∗
s,u, it follows that q̂u ≈ 1.

Furthermore, log(q̂u) = −(1−q̂u)+O((1−q̂u)
2) ≈ −(1−q̂u).

Consequently, by virtue of (55), it holds that log(q̂u) ≈
−Zu P

r̃−u
s . For small values of Ps, all the terms of the

summation in (101) are negligible compared with the first one.
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Therefore, from the above, it follows that

PUFu(Rd+1) ≈ (λbd+1Rd+1)
u−d−1

(
u−1∏

i=d+1

ñi

bi
V u−1−i
i

)
·

· Zu P r̃−u
s

(u− d)!
.

(102)

Unconditioning (102) on Rd+1, and using (33) and (44), yields

PUFu ≈
(λ c

∏d
j=1 Vj)

u−d−1

(u− d)!

(
u−1∏

i=d+1

ñi

bi
V u−1−i
i

)
·

· E(X r̃−d−1)

[E(X)]r̃−d−1
Zu P r̃−u

s .

(103)

Consider the direct path
−−→
UFu = 1 → 2 → · · · → u → UF.

Then the probability PUFu(Rd+1, α⃗u−1) of entering exposure
level u through vector α⃗u−1 ≜ (α1, . . . , αu−1) and encounter-
ing an unrecoverable failure during the rebuild process at this
exposure level, given a rebuild time Rd+1, is determined by
[21, Eq. (46)]

PUFu(Rd+1, α⃗u−1) = Pu(Rd+1, α⃗u−2) ·Pu→UF(Rd+1, α⃗u−1) .
(104)

where Pu is the probability of entering exposure level u and
Pu→UF is the probability of encountering an unrecoverable
failure during the rebuild process at this exposure level. We
now proceed to calculate Pu→UF(Rd+1, α⃗u−1). Upon entering
exposure level u, the rebuild process attempts to restore the Cu

most-exposed codewords, each of which has m−u remaining
symbols. The probability qu that a codeword can be restored
is determined by (52). Note that, if a codeword is corrupted,
then at least one of its l user-data symbols is lost. When
symbol errors are independent, codewords are independently
corrupted. Consequently, the conditional probability PUF|Cu

of encountering an unrecoverable failure during the rebuild
process of the Cu codewords is determined by 1 − qCu

u [21,
Eq. (58)]. In the case of correlated symbol errors, PUF|Cu

is
determined by 1−q fcor Cu

u [5, Eq. (98)]. Consequently, it holds
that

PUF|Cu
= 1− q fcor Cu

u , for u = d+ 1, . . . , r̃ . (105)

Substituting (46) into (105) and using (51) yields

Pu→UF(Rd+1, α⃗u−1) ≈ 1− q
C

∏u−1
j=1 Vj αj

u = 1− q̂
∏u−1

j=1 αj
u . (106)

Substituting (106) into (104) yields

PUFu(Rd+1, α⃗u−1) ≈ Pu(Rd+1, α⃗u−2)

[
1− q̂

∏u−1
j=1 αj

u

]
. (107)

From (55) and for Ps ≫ P ∗
s,u, it follows that q̂u ≈ 0,

which by virtue of (106) implies that Pu→UF(R1, α⃗u−1) ≈ 1.
Consequently, it follows from (104) that PUFu ≈ Pu. Also,
substituting (56) into (103) yields (57), with the variable Au

determined by (58). In particular, P (r̃)
s̃,u is obtained from the

approximation (57) PUFu
≈ Au (P

(r̃)
s̃,u )

r̃−u = Pu and using
(2), (48), and (58).

□

APPENDIX B

Proof of Proposition 2.

Upon entering exposure level u (u ≥ d+ 1), there are Cu

most-exposed codewords to be recovered. As a shard size of
ss corresponds to J symbols, an entity size es corresponds
to J codewords. Therefore, the average entity of size E(es)
determined by (13) corresponds to E(J) codewords, with
E(J) determined by (16). Consequently, for the number Eu

of entities to be recovered it holds that

Eu ≈ Cu

E(J)
, for u = d+ 1, . . . , r̃ − 1 . (108)

Let K (K ≥ 1) denote the number of codewords that
an entity of size es spans or, equivalently, the number of
symbols that a shard of size ss spans. The entity is lost if
any of these K codewords is permanently lost. Therefore,
according to Eq. (98) of [5], the probability of recovering the
entity is q fcor K

u , where qu is the probability of restoring a
codeword and is determined by (52), and fcor accounts for the
correlation of latent errors and is determined by Eq. (29) of
[5]. Consequently, the probability q̃u|K of loss of an entity
that spans K codewords is determined by

q̃u|K = 1− q fcor K
u . (109)

Unconditioning (109) on K using (23) yields the probability
q̃s,u(J) that the entity (for the shard size J) is lost, where
q̃s,u(x) is determined by (68). Thus, using (4), the probability
q̃u(es) that the entity is lost is determined by

q̃u(es) = q̃s,u

( es
l s

)
. (110)

For this entity, the expected amount q̆u(es) of lost user data is

q̆u(es) = es q̃u(es) . (111)

From (12), the probability q̃u that an arbitrary entity is lost is

q̃u =

Es∑
j=1

q̃u(es,j) vj , (112)

which, using (110), yields (67).

Similarly, from (12), it follows that the expected amount
q̆u of lost user data of an arbitrary entity is determined by

q̆u =

Es∑
j=1

q̆u(es,j) vj , (113)

which, using (110) and (111), yields (87).

Remark 18: Note that (108) holds when Cu ≫ E(J). In
the case where Cu ≪ E(J), it holds that Eu = 1, that is, a
single entity is to be recovered. Let ês denote its size. From
the pdf of the lifetime of sampled intervals [30], we deduce
that the pdf {v̂j} of the size ês of the sampled entity is no
longer the typical {vj} pdf, but is determined by

v̂j = P (ês = es,j) =
es,j vj
E(es)

, for j = 1, 2, . . . , Es .

(114)
The {v̂j} pdf of ês is listed in Table IV and shown in Figure
24(b). For the file sizes uniformly distributed within the bins,
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TABLE IV. CERN FILE SIZE es AND SAMPLED FILE SIZE ês DISTRIBUTIONS

j Bins Bin Mean Size es,j pdf vj pdf v̂j

1 1 B – 2 B 2 B 0.00004559 0.000000000000081
2 2 B – 5 B 4 B 0.00001275 0.000000000000053
3 5 B – 10 B 8 B 0.00005533 0.000000000000492
4 10 B – 22 B 16.0 B 0.00060401 0.000000000011464
5 22 B – 46 B 34.0 B 0.00018569 0.000000000007489
6 46 B – 100 B 73.0 B 0.00121244 0.000000000104989
7 100 B – 215 B 157.5 B 0.00093013 0.000000000173774
8 215 B – 464 B 339.5 B 0.00174431 0.000000000702464
9 464 B – 1 KB 732.0 B 0.00675513 0.000000005865509

10 1 KB – 2.154 KB 1.577 KB 0.00530524 0.000000009924249
11 2.154 KB – 4.642 KB 3.398 KB 0.00496005 0.000000019992649
12 4.642 KB – 10 KB 7.321 KB 0.00800625 0.000000069528117
13 10 KB – 21.544 KB 15.772 KB 0.01174913 0.000000219813008
14 21.544 KB – 46.416 KB 33.980 KB 0.01738480 0.000000700735281
15 46.416 KB – 100 KB 73.208 KB 0.01359001 0.000001180155486
16 100 KB – 215.443 KB 157.721 KB 0.01471745 0.000002753495549
17 215.443 KB – 464.159 KB 339.801 KB 0.02018806 0.000008137296681
18 464.159 KB – 1 MB 732.079 KB 0.02566358 0.000022286219101
19 1 MB – 2.154 MB 1.577 MB 0.06221012 0.000116389428894
20 2.154 MB – 4.642 MB 3.398 MB 0.07519022 0.000303072948937
21 4.642 MB – 10 MB 7.321 MB 0.07654035 0.000664675346806
22 10 MB – 21.544 MB 15.772 MB 0.09501620 0.001777665788444
23 21.544 MB – 46.416 MB 33.980 MB 0.07847651 0.003163191377566
24 46.416 MB – 100 MB 73.208 MB 0.07416942 0.006440862144930
25 100 MB – 215.443 MB 157.721 MB 0.09371673 0.017533538933119
26 215.443 MB – 464.159 MB 339.801 MB 0.08093624 0.032623369369260
27 464.159 MB – 1 GB 732.079 MB 0.05399279 0.046887264039909
28 1 GB – 2.154 GB 1.577 GB 0.04992384 0.093402916675691
29 2.154 GB – 4.642 GB 3.398 GB 0.08871583 0.357591270942897
30 4.642 GB – 10 GB 7.321 GB 0.03182476 0.276365775047813
31 10 GB – 21.544 GB 15.772 GB 0.00452804 0.084715467164424
32 21.544 GB – 46.416 GB 33.980 GB 0.00146156 0.058911819675084
33 46.416 GB – 100 GB 73.208 GB 0.00017060 0.014814880370463
34 100 GB – 215.443 GB 157.721 GB 0.00001375 0.002568882068470
35 215.443 GB – 464.159 GB 339.801 GB 0.00000206 0.000829598407954
36 464.159 GB – 1 TB 732.079 GB 0.00000069 0.000599130022577
37 1 TB – 2.154 TB 1.577 TB 0.00000033 0.000616531696433
38 2.154 TB – 4.310 TB 3.230 TB 0.00000001 0.000038314523896

(a) CERN file size distribution (b) CERN sampled file size distribution

Figure 24. CERN file size distributions vj and v̂j .

the mean E(ês) is equal to 10.5 GB, the standard deviation is
53.1 GB, the second moment is 2,935 GB2, and the coefficient
of variation is equal to 5.05. By considering the file sizes es,j
to be the bin mean sizes, the mean E(ês) is equal to 10.4 GB,
the standard deviation is 52.6 GB, the second moment is 2,873
GB2, and the coefficient of variation is equal to 5.03.

From the above discussion, and analogous to (112), it
follows that the probability q̃û that the single entity is lost

is determined by

q̃û =

Es∑
j=1

q̃u(es,j) v̂j . (115)

Similarly, and analogous to (113), the expected amount q̆û of
lost user data of the single entity is determined by

q̆û =

Es∑
j=1

q̆u(es,j) v̂j . (116)

Let YU be the number of lost entities and Q̆U the amount
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of lost user data at exposure level u during the rebuild process
of the Cu codewords. Then it holds that

E(YU|Cu) = Eu q̃u
(108)
≈ Cu

E(J)
q̃u , (117)

and

E(Q̆U|Cu) = Eu q̆u
(108)
≈ Cu

E(J)
q̆u . (118)

Note that E(YU|Cu), as determined by (117), can be
obtained from Eq. (71) of [7] by replacing the shard size J
with its average value E(J). Consequently, (66) and (69) are
obtained from the corresponding Eqs. (42) and (44) of [7] by
replacing the shard size J with its average value E(J).

Note also that E(Q̆U|Cu), as determined by (118), can be
obtained from (117) by replacing the probability q̃u that an
arbitrary entity is lost with its expected amount q̆u of lost user
data. Consequently, (86) is obtained from (66) by replacing q̃u
with q̆u.

Remark 19: According to Remark 18, in the case where
Cu ≪ E(J), it holds that Eu = 1, that is, a single entity is to
be recovered. In this case, and considering (115), (116), (117),
and (118), we have

E(YU|Cu) = q̃û , for Cu ≪ E(J) . (119)

and

E(Q̆U|Cu) = q̆û , for Cu ≪ E(J) . (120)

According to (46), it holds that Cu ≈ C
∏u−1

i=1 Vi αi.
Consequently, condition Cu ≪ E(J) holds when the αi

variables take very small values. Note that, according to (45),
these variables are approximately either equal to 1 or uniformly
distributed in (0, 1). Therefore, the region that corresponds
to very small values of these variables is negligible. Conse-
quently, Eqs. (66) and (69), which are obtained exclusively
based on (117) and (118) without taking into consideration
(119) and (120), are good approximations.

□

APPENDIX C

Proof of Corollary 2.

For a deterministic rebuild time distribution, it holds that
E(Xk) = [E(X)]k. Consequently, for u = d + 2, . . . , r̃, and
from (75), it follows that

fu ≜
P

(r̃)
s̈,u+1

P
(r̃)
s̈,u

=
(r̃ − u)(m− u+ 1) (u− d) ñu bu−1 Vu

(r̃ − u+ 1)(m− u)(u− d+ 1) ñu−1 bu
.

(121)
We shall now show that fu < 1.

For the symmetric placement scheme, and using (36), (121)

yields

fu

=
(r̃ − u)(m− u+ 1) (u− d) (k − u)min((k−u+1) b,Bmax)

l+1
m−u
k−u

(r̃ − u+ 1)(m− u)(u− d+ 1) (k − u+ 1)min((k−u) b,Bmax)
l+1

=
(r̃ − u)(m− u+ 1) (u− d) min((k − u+ 1) b, Bmax)

(r̃ − u+ 1)(k − u+ 1)(u− d+ 1) min((k − u) b, Bmax)

=
r̃ − u

r̃ − u+ 1

u− d

u− d+ 1

m+ 1− u

k − u

min(b, Bmax
k+1−u )

min(b, Bmax
k−u )

.

(122)

The fact that Bmax
k+1−u < Bmax

k−u implies that min(b, Bmax
k+1−u ) ≤

min(b, Bmax
k−u ) and therefore the last fraction is less than or equal

to 1. Also, given that k ≥ m+1, the third fraction is less than
or equal to 1. Moreover, each of the first two fractions is less
than 1. Consequently, fu < 1.

For the clustered placement scheme, and using (42), (121)
yields

fu

=
(r̃ − u)(m− u+ 1) (u− d) (m− u) min(b , Bmax

l )

(r̃ − u+ 1)(m− u)(u− d+ 1) (m− u+ 1) min(b , Bmax
l )

=
r̃ − u

r̃ − u+ 1

u− d

u− d+ 1
< 1 . (123)

□

APPENDIX D

Proof of Corollary 3.

For u = d+ 2, . . . , r̃, and from (75), it follows that

gu ≜
P

(r̃)
s̈,r̃

P
(r̃)
s̈,u

=
(m− u+ 1) (u− d) ñr̃−1 bu−1

(r̃ − u+ 1) (m− r̃ + 1) (r̃ − d) ñu−1 br̃−1

· E(Xu−d−2)E(X r̃−d−1)

E(Xu−d−1)E(X r̃−d−2)
·
r̃−1∏
i=u

Vi . (124)

For a Weibull rebuild time distribution, with probability
density and cumulative distribution functions

fX(x; η,Λ) =
η

Λ

( x
Λ

)η−1

e−(x/Λ)η

FX(x; η,Λ) = 1− e−(x/Λ)η , (125)

it holds that
E(Xk) = Λk Γ(1 + k/η) . (126)

Note that this distribution provides a continuous spectrum
between the deterministic distribution (for η → ∞) and the
exponential distribution (for η = 1). Let us introduce the
variable hu defined as follows:

hu ≜
E(Xu−d−2)E(X r̃−d−1)

E(Xu−d−1)E(X r̃−d−2)
. (127)
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Figure 25. Number of shards that symbols span.

By virtue of (126), (127) yields

hu ≜
Λu−d−2 Γ

(
1 + u−d−2

η

)
Λr̃−d−1 Γ

(
1 + r̃−d−1

η

)
Λu−d−1 Γ

(
1 + u−d−1

η

)
Λr̃−d−2 Γ

(
1 + r̃−d−2

η

)
=

Γ
(
1 + u−d−2

η

)
Γ
(
1 + r̃−d−1

η

)
Γ
(
1 + u−d−1

η

)
Γ
(
1 + r̃−d−2

η

) . (128)

From (126) and for n → ∞, it holds that E(Xk) =
Λk = [E(X)]k and consequently hu = 1. For n = 1, it
holds that E(Xk) = Λk Γ(1 + k) = k! Λk = k! [E(X)]k and
consequently hu = (r̃ − d − 1)/(u − d − 1). As the function
Γ(x) is convex, it holds that hu decreases with increasing η,
such that

1 ≤ hu ≤ r̃ − d− 1

u− d− 1
, for 1 ≤ η < ∞ . (129)

For the symmetric placement scheme, and using (37) and
the fact that k ≥ m+ 1, it holds that

n2∏
i=n1

Vi =

n2∏
i=n1

m− u

k − u
<

n2∏
i=n1

m− u

m+ 1− u
=

m− n2

m+ 1− n1
.

(130)

For the symmetric placement scheme, and using (35), (36)
and (127), (124) yields

gu

=
(m− u+ 1) (u− d) (k − r̃ + 1) min((k−u+1) b,Bmax)

l+1

(r̃ − u+ 1)(m− r̃ + 1) (r̃ − d) (k − u+ 1) min((k−r̃+1) b,Bmax)
l+1

· E(Xu−2)E(X r̃−1)

E(Xu−1)E(X r̃−2)
·
r̃−1∏
i=u

Vi

=
(m− u+ 1) (u− d) min(b, Bmax

k−u+1
)

(r̃ − u+ 1)(m− r̃ + 1) (r̃ − d) min(b, Bmax
k−r̃+1

)
hu

r̃−1∏
i=u

Vi .

(131)

Given that u ≤ r̃ − 1 < r̃, it holds that Bmax
k−u+1 < Bmax

k−r̃+1

and therefore min(b, Bmax
k−u+1 ) < min(b, Bmax

k−r̃+1 ). Consequently,
using (129) and (130), (131) yields

gu <
(m− u+ 1) (u− d)

(r̃ − u+ 1)(m− r̃ + 1) (r̃ − d)

r̃ − d− 1

u− d− 1

m− r̃ + 1

m+ 1− u

=
u− d

r̃ − d

r̃ − d− 1

(r̃ − u+ 1)(u− d− 1)
<

r̃ − d− 1

(r̃ − u+ 1)(u− d− 1)
.

(132)

Given that d+2 ≤ u < r̃, it holds that [u−(d+2)](u− r̃) ≤ 0
or, equivalently, r̃−d−1 ≤ (r̃−u+1)(u−d−1). Consequently,
it follows from (132) that gu < 1.

For the clustered placement scheme, and using (41), (42),
(43), and (127), (131) yields

gu =
(m− u+ 1) (u− d) (m− r̃ + 1) hu min(b , Bmax

l
)

(r̃ − u+ 1)(m− r̃ + 1) (r̃ − d) (m− u+ 1) min(b , Bmax
l

)

(129)

≤ u− d

r̃ − d

r̃ − d− 1

(r̃ − u+ 1)(u− d− 1)
<

r̃ − d− 1

(r̃ − u+ 1)(u− d− 1)
.

(133)

As the last term of (133) is the same as the last term of (132),
which is less or equal to 1, it follows that gu < 1.

□

APPENDIX E

Proof of Corollary 4.

Immediate from Corrolary 1, (16), (66), and (72).

Relation (83) can alternatively be obtained as follows. At
exposure level u and for very small values of Ps, an entity
failure is most likely caused by a single corrupted codeword
that loses r̃ symbols. Let I be the number of shards that have
parts stored in a symbol of this codeword. Then the expected
number E(YUFu) of lost entities associated with the direct path−−→
UFu is determined by

E(YUFu
) ≈ E(I) PUFu

, (134)

where PUFu is the probability of data loss due to unrecoverable
symbol errors at exposure level u.

We proceed to show that

E(I) = 1 +
1

E(J)
. (135)

Let us consider m successive shards stored in n symbols, as
depicted in Figure 25, with the shard boundaries indicated by
the circles and the symbol boundaries indicated by the vertical
lines. Let Ji denote their size (i = 1, . . . ,m) and let Ik (k =
1, . . . , n) denote the number of shards that have parts stored
in the k-th symbol. For large values of m and n, it holds that

m∑
i=1

Ji ≈ n , (136)

such that

lim
m→∞

∑m
i=1 Ji
n

= 1 . (137)

It also holds that

E(J) =

∑m
i=1 Ji
m

, (138)
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and
E(I) =

∑n
k=1 Ik
n

, (139)

Combining (137) and (138) yields

lim
m→∞

m

n
=

1

E(J)
. (140)

Note that the number of shards that have parts stored in
a symbol decreased by one is equal to the number of shard
boundaries within the symbol. For instance, regarding the kth
symbol, there are three shards that have parts stored in this
symbol, namely the (i − 1)th, ith, and (i + 1)th shard, such
that Ik = 3, which decreased by one yields the two shard
boundaries within this symbol. Consequently, considering the
n symbols and the corresponding m boundaries, we have

n∑
k=1

(Ik − 1) = m (141)

or
n∑

k=1

Ik = n+m (142)

Substituting (142) into (139), and using (140), yields (135).

An alternative proof for the case where Jj ≥ 1, for
j = 1, 2, . . . , Es, is the following. Let us consider an arbitrary
symbol and let Ĵ be the size of the shard that is stored at the
beginning of the symbol. As this shard is a sampled shard, the
pdf of its size Ĵ is determined by (114), that is,

P (Ĵ = Jj) = P (ês = es,j) = v̂j , for j = 1, 2, . . . , Es .
(143)

Let y be the size from the beginning of the sampled shard
to the beginning of the symbol. Then y is uniformly distributed
in the interval (0, Ĵ). For y in the interval (0, Ĵ−1), the symbol
only contains a part of the sampled shard, that is, it contains
a part of a single shard. The probability p of this event is

p =

∫ Ĵ−1

0

1

Ĵ
dx =

Ĵ − 1

Ĵ
. (144)

On the other hand, for y in the interval (Ĵ − 1, 1), the
symbol contains parts of the sampled shard, as well as of the
subsequent shard, that is, the symbol contains parts of two
shards. The probability of this event is 1 − p. Consequently,
the expected number E(I|Ĵ) of shards that have parts stored
in the symbol is

E(I|Ĵ) = 1 · p + 2 · (1− p) = 2− p
(144)
=

Ĵ + 1

Ĵ
. (145)

Unconditioning (145) on Ĵ and using (143) yields

E(I) =

Es∑
j=1

E(I|Jj)P (Ĵ = Jj)
(145)
=

Es∑
j=1

Jj + 1

Jj
v̂j

(14)(16)(114)
=

Es∑
j=1

Jj + 1

Jj
· Jj vj
E(J)

=
E(J) + 1

E(J)
= 1 +

1

E(J)
,

(146)

which is relation (135).

Substituting (135) into (134) yields (83).

□
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Abstract—Delay-Tolerant Networking (DTN) enables the for-
warding of data bundles over space networks that experience
extended link disruptions and path disconnections. Routing in
such environments is challenging yet crucial for efficient end-
to-end data delivery. Contact Graph Routing (CGR) is the
standard routing method adopted for space DTNs. This study
enhances CGR by exploring the potential inclusion of a Cognitive
Element (CE) that leverages a data-driven approach. The CE
is anticipated to use machine learning to estimate average
single-hop bundle delivery times based on selected inputs. These
estimates then replace the propagation delay that is used as the
sole decision metric in CGR’s shortest-path algorithm, improving
the accuracy of the average one-hop delivery time predictions by
allowing consideration of significant factors such as Convergence
Layer Adapter (CLA) behavior, configuration parameters, packet
drop probabilities, and unreliable contacts. The result is enhanced
routing performance. The paper evaluates the CE extension
in a simulated Earth-Moon network, assuming implementation
independence and examining the effects of contact plan size
(defined as a look-ahead window) and potential performance
degradation from reduced prediction accuracy due to partial data
or model limitations. Insights into the practical benefits of this
approach are provided with a focus on realistic contact features
and unreliable links.

Keywords-delay-tolerant networking; routing; reliability; perfor-
mance evaluation; cognitive networking.

I. INTRODUCTION

This paper extends the exploration of the integration of a

Cognitive Element (CE) into Contact Graph Routing (CGR) to

enhance the routing performance [1] of space Delay-Tolerant

Networks (DTNs). A DTN provides crucial services in facil-

itating the communication among spacecraft, rovers, orbiters,

landers, and ground stations in space exploration missions

that often times involve significant signal propagation delays

because of the long-distance of the communication links and

periods of signal disruption due to celestial bodies obstructing

line-of-sight communication paths and other factors. DTN

plays a key role in LunaNet, NASA’s proposed lunar com-

munications and navigation network [2], [3] for the Artemis

program, which demands systems capable of efficiently man-

aging the unique challenges of space networking. LunaNet

will provide transparent networking services that establish end-

to-end data paths through a disconnected and time-varying

topology. Routing is a key component of space DTNs that

This work was supported by grant #80NSSC22K0259 from the National
Aeronautics and Space Administration (NASA).

determines the store-carry-and-forward communication path

for data bundles. The pre-planned nature of these networks

simplifies the routing task, as contact opportunities can be

anticipated from the expected positions of nodes as derived

from orbital calculations. These calculations not only identify

link obstructions but also provide the information required for

a link budget analysis. CGR leverages the available future

contact information to compute the optimal next-hop for

bundles achieving minimum latency to the destination.

However, it is relevant to point out that, despite the deter-

ministic assumption of contacts in scheduled DTNs, variations

can still arise due to a multitude of factors. For instance,

cloud coverage can bring large signal attenuation at high

radio frequencies and in free-space optical links that can

disrupt expected contacts between an orbiter and a ground

node. Node malfunction and antenna misalignment issues may

also occur randomly preventing contact realizations. Moreover,

operational priorities may dynamically change resulting in the

re-assignment of expected contacts to a different application.

These observations are aligned with the evolution of Op-

portunistic Contact Graph Routing (OCGR), which explores

the potential utilization of non-scheduled contacts associated

with a calculated confidence level. OCGR introduces a shift in

the path search methodology of CGR, allowing the discovery

of the k-shortest paths and the assessment of path reliability.

Extending this concept further, it can be assumed that all

contacts in a DTN have an opportunistic nature, including

scheduled contacts, as they may randomly fail as discussed.

Therefore, at least the path searching part of OCGR can

be widely applicable to optimize unreliable DTN scenarios,

provided each contact can be associated with a confidence

level.

One limitation of CGR and OCGR is that the time pro-

gression step of each bundle forwarding within the path

search algorithm assumes ideal transmission conditions that

are determined solely by the link propagation delay or one-way

light time. Buffering information is considered unavailable

beyond the links leading to neighboring nodes, therefore

not fully accounting for transmission and queuing delays.

Additionally, protocol dynamics, including the convergence-

layer adapter (CLA), particularly concerning the handling of

packet losses through retransmissions, are overlooked. These

factors contribute to differences between the calculated times

within the CGR path search algorithm and the actual bundle
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forwarding performance, which may impact routing optimally

specially with network congestion.

Building on the initial exploration of performance gains

from integrating a CE into CGR [1], this study extends

the evaluation by incorporating additional options. The core

concept remains that the CE can generate more accurate

estimates of average one-hop bundle delivery times, helping

CGR’s shortest-time algorithm to identify optimal paths by

factoring in predicted network performance metrics. The main

contributions of this work include:

1) The concept of using a CE to forecast average single-

hop bundle delivery times, which is utilized in the time

progression step of CGR, is further developed. The core

idea is to introduce a data-driven approach that aids in

identifying the best paths by considering factors such as

specific CLA behavior, configuration parameters, packet

drops, and unreliable contacts. The CE could be trained

either offline using an analytical model or historical

data, or online with real-time measurements to achieve

accurate predictions. This approach eliminates the need

for modifications to the CGR algorithm to handle un-

certain contacts and random factors, thereby removing

the requirement for searching for the k-shortest paths

as done in OCGR. Additionally, this study eliminates

the constraint that bundle arrivals must coincide within

a contact duration by noting the average nature of the

delivery time estimations. Network congestion metrics

are also used to filter the contact plan before computing

the path search.

2) This study evaluates the impact of the contact plan size

on routing optimality in CGR and the CE extension.

Since CGR relies on building a graph where nodes

represent future available contacts, a shorter contact plan

can speed up path computation and improve efficiency.

However, this also risks insufficient network connec-

tivity for path computation. The study assesses how

the size of the contact plan, defined as the look-ahead

time window, affects CGR routing performance and the

performance of the CE extension.

3) An evaluation of the performance impact of the limita-

tions of the CE in producing accurate average bundle

time estimations. The CE provides a function that maps

the known network state to forecast the time required for

a bundle to reach the next hop. The limitations of the

method are therefore related to the accuracy of the net-

work state knowledge, particularly because the required

information may not necessarily be available at the

nodes. This study provides an implementation-agnostic

assessment of the performance advantages and limita-

tions of the CE, identifying the performance bounds

of the method across three variations regarding the

severity of assumptions involving the network state. In

the first scenario, only local state information, normally

assumed available in the standard CGR, is assumed. The

second and third scenarios require global knowledge,

i.e., information external to the node, with differences

in how they predict transmission hop times. The eval-

uation is conducted within the context of an Earth-

Moon network [2], employing approximately realistic

values for contact features and considering unreliable

contacts. The evaluation provides insight into the impact

of imperfect CE model predictions on end-to-end bundle

routing performance.

The remainder of the paper is structured as follows: Section

II reviews related works relevant to this study. Section III

provides a detailed explanation of the Cognitive Element

(CE) method. Section IV describes the evaluation scenario

and simulation assumptions. Section V presents the results

demonstrating the CE’s effectiveness in optimizing bundle

flow across an Earth-Moon network. Lastly, Section VI offers

concluding remarks.

II. RELATED WORKS

The reliability of DTN protocols remains a dynamic area of

research with application to many ambitious missions [2], [4].

A feature that characterizes space DTNs is the use of sched-

uled contacts, commonly used jointly with the Bundle Protocol

(BP) [5], [6] and Contact Graph Routing (CGR) [7], [8],

which begins by constructing a graph, where vertices denote

active contacts and links represent logical transitions between

contacts—where one contact’s endpoint aligns with the next

contact’s starting point, feasible within a defined time frame.

While this process incorporates factors, such as transmission

time, propagation delay, and network disruptions, buffering

delays are typically overlooked due to the distributed nature

of the algorithm, as this information is normally inaccessible.

CGR is commonly implemented by adapting Dijkstra or Yen’s

algorithms, with the latter method raising scalability concerns

[9].

The performance of CGR in scenarios involving unreliable

links has been explored in various contexts, including satellite

constellations [10] and random networks [11]. Reliability has

been mainly addressed by BP custody [12] and CLA design

via retransmissions, e.g., the Licklider Transmission Protocol

(LTP). For experimental results, see for example [13]–[15].

These studies have shed light on CGR’s vulnerabilities con-

cerning contact failure rates and random losses. An extension

known as Opportunistic CGR (OCGR) [16] investigates the

potential integration of nonscheduled contacts—either discov-

ered or predicted—into CGR’s standard path search algorithm,

assigning them a confidence level. OCGR maintains a record

of the contact history of nonscheduled contacts to predict

future contacts, alongside their associated properties and confi-

dence levels, calculated based on available contact history [16].

Discovered contacts are assigned a unit confidence [17] and the

resulting route is assigned a delivery confidence derived from

the product of the confidence levels of the contacts involved. In

recent iterations, the implementation of OCGR [18] evaluates

path candidates based on their arrival confidence, considering

a predefined margin from the highest confidence level.
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Additional related methods to this work include CGR exten-

sions to support multigraphs [19], better handling of capacity

constraints [20], [21], a variety of networks (and Roaming

DTN (RDTN) [22] that integrates roaming nodes with unpre-

dictable motion, Best Routing Under Failures (BRUF) [23],

where the routing process is conceptualized as a Markov

Decision Process, with certain state transitions becoming

probabilistic due to the limited reliability of specific contacts

and Routing under Uncertain Contact Plans (RUCoP) [24],

[25] that introduces a multiple-copy Markov Decision Process.

Also related, is the Cognitive Space Gateway (CSG) [26]

where routing decisions are delegated to a Spiking Neural

Network which is continually trained after the bundle trans-

missions using a reinforcement learning approach.

This paper presents an alternative approach to enhance

CGR performance, a method known for its computational

efficiency and practicality, but limited in handling random

factors impacting single-hop bundle transmissions, such as

packet losses and contact failures. Unlike previous approaches,

this method modifies the conventional one-hop bundle time

calculations. Specifically, it introduces the idea of using a cog-

nitive element designed to accurately predict average bundle

transmission times. While the implementation of this cognitive

element is expected to utilize a neural network or similar

structure, this study evaluates its limitations without specifying

a particular technology. Instead, it offers widely applicable

findings focused on determining performance bounds based

on assumptions regarding available network state information

used as inputs to the CE.

III. COGNITIVE EXTENSION AND CGR

CGR defines a decentralized approach in which each node

calculates the path to the destination node, but using only next-

hop information to forward bundles. This method requires

access to the contact plan for all future contacts, which is

distributed to the DTN nodes in advance.

A. Standard Mechanisms

A contact plan consists of a sequence of entries of the

following form: (Ii,Fi, Ti,Si, Ei,Ri,Oi, ri) and that includes

a contact identifier Ii, the sending Fi and receiving node Ti
identifiers, the start Si and end Ei times, the transmission

rate Ri and the propagation delay or one-way light time Oi

that depends on the distance between the nodes. The term ri,

0 ≤ ri ≤ 1, is the contact confidence as used by O-CGR [16].

To determine routes for each desired destination, CGR

builds a contact graph G = (V,E) using each contact entry

of the plan as a vertex minus the entries containing excluded

nodes (e.g., known failed nodes). A contact graph is a directed

acyclic graph where an edge exists when two contacts are

logically connected, which happens when the destination node

of the first contact matches the sending node of the second

contact and the latter expires after the first. The target contact

of an edge is called the proximate of the first contact. The

contact graph is considered directed as transmissions in the

reverse direction of a given contact may not be possible or may

occur with different transmission parameters, e.g., different

transmission rate, due to transceiver limitations. A start time

of the proximate that is later than the current time while using

a contact brings forced data buffering due to the corresponding

link disruption.

CGR derives the path to the destination node by calculating

the shortest path on the contact graph between two auxiliary

vertices that are attached to represent the root and terminal

contacts. The root is the node executing CGR. These auxiliary

contacts involve a zero-cost to the relevant proximates. Starting

from the root, a graph traversal iteratively tracks the bundle

transmission progress in the network by estimating its arrival

time as it is forwarded over contacts. That is, if ti represents

the bundle arrival time calculated at vertex i of the contact

graph, the algorithm evaluates the proximate vertices j and

greedily chooses the one offering the smallest tj . Specifically,

the evaluation of the proximate vertex j, yields the following

arrival time.

tj =

{

ti +Oj Si ≤ ti
Sj +Oj Si > ti

(1)

The calculation does not include transmission times, but

that metric is utilized to determine the remaining data volume

for transmissions. This additional step enables consideration

of whether given contacts are likely to be already fully

booked. However, this assessment is restricted to contacts

leading to neighboring nodes, as information beyond that

scope is unavailable. The output of the algorithm is the path

P = v0, v1, . . . , vk, where vi ∈ V is a contact and v0, vk
are the auxiliary contact entries for the source and sink nodes

respectively. If tk is the estimated time to deliver the bundle

to the end contact based on (1) for each step, the objective of

the algorithm is to minimize tk among all possible paths from

v0 to vk in G.

B. Cognitive Element

The central idea of this paper is to enhance the route selec-

tion quality in CGR by refining the accuracy of the single-step

bundle forwarding time calculation. This involves substituting

the computation outlined in (1) with the output of a cognitive

element (CE) designed to accurately predict the average time

needed to deliver a bundle to the next hop, accounting for

the segmentation, transmission and retransmission times of the

convergence-layer adapter, buffering delays, and the reliability

of contacts, among other factors:

tj =

{

ti + yj Si ≤ ti
Sj + yj Si > ti

(2)

where yj = fθ(x) represents the output of a function fθ given

the specified system state x and the model parameters θ.

A second observation concerns the interpretation of tj ,

which now represents the average time to reach the next hop,

rather than the precise definition in CGR. This change is

required to properly take into account probabilistic factors,

such as transmission errors and contact failures. The idea is

that these probabilistic factors will affect the one-hop bundle
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delivery time along the path adding uncertainty into the calcu-

lation of the final delivery time. With this reinterpretation of tj ,

the shortest path algorithm of CGR requires no modification.

It continues to identify the route with the smallest average

time of arrival tk (instead of precise time), but now able to

accommodate random factors affecting the paths.

In this study, we keep the concept of introducing a CE

to CGR separated from its implementation on purpose, rec-

ognizing that diverse techniques may be used to define this

element. Possible mechanisms encompass a range of neu-

ral network architectures, including multi-layer feedforward,

convolutional, generative adversarial, recurrent (such as Long

Short-Term Memory Networks), autoencoders, graph neural

networks, and more. These mechanisms can be implemented

using either continuous activation or spiking neurons. Given

the potential variations in prediction accuracy resulting among

different techniques, our focus is in assessing the performance

bounds attained with the introduction of the CE concept and

understanding the performance implications of using imperfect

inputs for fθ(x).

In particular, we focus on studying three variations for

fθ(x). The first case, which is labeled CE-1, considers fθ(x)
providing the average one-hop bundle time that aggregates the

propagation delay, and additional buffering time required with

imperfect contact reliability. The second case, CE-2, improves

CE-1 estimation by also aggregating the estimated bundle

transmission time. The last case, CE-3, includes in addition

to the elements of CE-2 the expected buffering time.

We note that CE-1 and CE-3 use the same expressions as

in [1]. However, unlike the previous work, we remove the

constraint in the path search algorithm that requires bundle

transmissions to be completed within a contact duration. In

this study, we consider transmissions as simple approximations

of the average time required to deliver a bundle with relia-

bility constraints. We note that this change tends to improve

throughput as observed in the evaluation scenario.

Regarding the training of the models, CE-1 and CE-2 are

comparatively the easiest to train since they require only local

state information, which is available in the standard contact

plan, i.e., transmission rate, propagation delay, and confidence

level. The latter parameter can be understood as an estimate

of contact reliability. CE-3, however, requires predicting the

global state, as buffer occupancy levels dynamically change.

CE-2 and CE-3 could be further improved if the channel bit-

error-rate value could be estimated as this value determines

the extended times required for retransmissions. To maintain

the study’s focus on evaluating the effectiveness of the CE

concept rather than discussing specific approaches, we omit

further details of the training phase for these models.

C. Model Approximation

CE-based predictions address the effect of contact reliability

and are calculated using the following models [27], which

provides the average time required to deliver a packet over

contact j:

CE-1:

yj = Oj +
1− r

r
C (3)

CE-2:

yj =
L

Rj

+Oj +
1− rj

rj
C (4)

CE-3:

yj =
L+B

Rj

+Oj +
1− rj

rj
C (5)

where L is the average bundle size, Rj the link rate, Pj the

propagation delay, C the average time between contacts, B

the buffer occupancy and rj the contact’s reliability. Note that

the subscript j emphasizes that the parameters is per-contact

and that both B and C refer to values associated with the

next-hop node of proximate j. The value yj is then used to

advance time in the iteration of the shortest path calculation as

used in 2. Assuming that the contact plan includes rj as done

with O-CGR, all of the inputs can be directly extracted from

the contact plan except for L. However, L can be iteratively

estimated from bundle arrivals through exponential averaging,

that is, each arriving bundle of size l allows updating L as

follows: L ← αl + (1 − α)L, where α, 0 ≤ α ≤ 1, is a

hyperparameter.

IV. EVALUATION SCENARIO

Consider a communication scenario where a node located

on the lunar surface regularly emits messages to a terrestrial

sink. This scenario corresponds to a typical space exploration

communication model, such as a rover collecting scientific

data that is then sent for analysis or a hub aggregating data

from various sources before transmitting it to Earth. The time

required to deliver the data, i.e., the response time, and the

risk of data loss provide sensible assessment of the benefits of

introducing the CE extension.

To implement the scenario two simulators were developed.

The first simulator generates the contact plan by estimating the

locations of nodes from orbital calculations that accounts for

both Earth’s and Moon’s rotation and translation, which helps

to determine transmission opportunities based on the line-of-

sight between nodes. The starting separation distance between

the nodes is used to define the one-way light time that appears

in the contact plan for each entry. The second simulator evalu-

ates routing performance by using the generated contact plan

and implementing an event-driven simulation of the bundle

transmission dynamics, including buffering and drops, while

considering potential contact failures that prolong buffering

times.

The traffic originates from a Lunar node positioned on

the southern far side of the Moon at -19.94, -200.07 in

the selenographic coordinate system. As such, the node is

not visible from Earth, but three orbital relays are available

to forward the data: LO1, LO2, and LO3. For simplicity,

Keplerian assumptions were used to model their orbits. The

orbits are characterized by inclinations of 10, 40, and -40

degrees, and Right Ascension of the Ascending Node (RAAN)

values of 4.462, 90, and 40 respectively. It is relevant to note



99International Journal on Advances in Networks and Services, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/networks_and_services/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



100International Journal on Advances in Networks and Services, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/networks_and_services/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

0 20 40 60 80 100

offered load (kB/s)

0

10

20

30

40

m
e

a
n

 r
e

s
p

o
n

s
e

 t
im

e
 (

h
o

u
rs

) CGR, CE-1, A-CGR

CE-2

CE-3

(a) Mean bundle response time.

0 20 40 60 80 100

offered load (kB/s)

0

10

20

30

40

m
e

a
n

 r
e

s
p

o
n

s
e

 t
im

e
 (

h
o

u
rs

) CGR, CE-1, A-CGR

CE-2

CE-3

(b) Bundle loss ratio.

0 20 40 60 80 100

offered load (kB/s)

0

20

40

60

80

100

th
ro

u
g

h
p

u
t 

(k
B

/s
)

CGR, CE-1, A-CGR
CE-2

(c) Throughput.

Figure 2. Flow performance metrics in a network with reliable contacts.

fixed at 2 Mbps, while all wireless transmissions were set to

100 Kbps. In all cases, the links are assumed to have negligible

bit error rates (BER). It is also assumed that all contacts are

reliable, possibly except for the ones between the orbiters and

ground stations, due to the long distances involved. To this end,

we evaluate three scenarios: (1) where none of the downlinks

are affected, (2) where all downlinks from the three lunar

orbiters are affected with reliability factors of 0.95, 0.85, and

0.5, and (3) where the downlinks from a single lunar orbiter

have a limited reliability of 0.5 while the others remain fully

reliable. While these values have been chosen arbitrarily, they

are intended to illustrate a good range of possible scenarios

that could occur in a real system.

In this context, the CGR agent running in the lunar node

decides which orbiter will handle the bundle forwarding to

Earth. The selected orbiter then determines which terrestrial

station will receive the bundle before forwarding it to the sink.

Also, the bundles are not associated with a finite deadline and

the node buffers are assumed to be large enough to ignore

the impact of buffer overflows, so bundles that miss any given

contact simply continue waiting in the buffer for future service.

However, bundle drops are still possible under certain con-

ditions. For computational efficiency, the length of the contact

plan used by the CGR for route determination is limited to a

pre-selected look-ahead window. That is, the contact plan is

filtered to contain unexpired contacts whose starting time is

not later than the current time plus the look-ahead window.

If it is not possible to determine a path for the bundle using

the information in the contact plan–for example, if all contacts

are expected to be busy–the bundle is considered lost for the

purposes of this study. This is measured by the “routing miss“

metric. With the use of varied reliability factors and look-ahead

window sizes, it is possible to identify the level of impact

and assess the robustness of the routing scheme under various

conditions.

V. RESULTS AND DISCUSSION

The routing performance is evaluated through observations

of the response time, bundle loss ratio, and throughput of

a test flow, and studied under simulation conditions where

buffer capacities are uncapped, bit error rates (BER) are

negligible, and no deadlines are imposed on bundle delivery

times. Throughout is calculated as the product of the offered

load and the delivery ratio (one minus the bundle loss ratio),

both of which can be directly measured in the simulator. In

the tests, bundles are generated at a constant rate of one

every 100 seconds, while the bundle size is varied as an

experimental parameter to adjust the offered load of the flow.

The results reported in the next sections show in all cases

the 95% confidence interval of the acquired samples for each

experimental factor.

A. Reliable Contacts

It is initially assumed that all contacts are reliable. Figure 2

(a) shows the average bundle response time that was observed

with such conditions as a function of traffic load. The response

time metric includes both transmission and buffering times,

with the latter determined by the time required for bundles to

reach the head of the transmission buffers. Buffering time is

influenced by factors such as traffic load, transmission rates,

and the waiting time for contacts along the selected path.

The response time of a bundle is measured as the difference

between its arrival time at the sink and its generation time by

the simulator.

It can be observed that the average time required to transmit

small files is around one hour or less. This duration is primarily

determined by the waiting times for the next contact opportu-

nities, as transmission times are short and, under light traffic

conditions, buffers tend to remain empty. With increasing

file sizes, there is a corresponding rise in both storage and

transmission demands, leading to an increase in the average

response time. The results provided by CGR and CE-1 are

identical given the reliable contacts assumption. Also A-CGR,

which will be discussed in the next section, yields identical

results. CE-2 and CE-3 produced about the same response

times in this scenario.

The simulations were run with a look-ahead time window

of 6 hours. It was observed that the standard CGR and CE-1

started to have difficulties in determining the path for bundles

with loads above 50 kB/s using the contacts contained within

that window duration. This was not the case with CE-2 and

CE-3 as can be observed in Figure 2 (b). Lower bundle losses



101International Journal on Advances in Networks and Services, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/networks_and_services/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

0 20 40 60 80 100

offered load (kB/s)

0

10

20

30

40

m
e

a
n

 r
e

s
p

o
n

s
e

 t
im

e
 (

h
o

u
rs

) CGR

ACGR

CE-1

CE-2

CE-3

(a) Case 1: Mean response time.

0 20 40 60 80 100

offered load (kB/s)

0

0.2

0.4

0.6

0.8

1

b
u

n
d

le
 l
o

s
s
 r

a
ti
o

CGR

ACGR

CE-1

CE-2

CE-3

(b) Case 1: Bundle loss ratio.

0 20 40 60 80 100

offered load (kB/s)

0

20

40

60

80

100

th
ro

u
g

h
p

u
t 

(k
B

/s
)

CGR

ACGR

CE-1

CE-2

CE-3

(c) Case 1: Throughput.

0 20 40 60 80 100

offered load (kB/s)

0

10

20

30

40

50

m
e

a
n

 r
e

s
p

o
n

s
e

 t
im

e
 (

h
o

u
rs

) CGR

ACGR

CE-1

CE-2

CE-3

(d) Case 2: Mean response time.
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Figure 3. Flow metrics obtained in a network with unreliable contacts in the lunar orbiter to terrestrial station downlinks: (a), (b) and (c) with all downlinks
unreliable; (d), (e) and (f) downlinks from one lunar orbiter unreliable.

benefits throughput as shown in Figure 2 (c) and increase the

average response time as a result given that a large number of

bundles are kept in the network, which explains the larger

response time of CE-2 and CE-3 compared to the other

methods.

B. Unreliable Contacts

We consider two cases as representative of the broad spec-

trum of possibilities involving unreliable contacts affecting the

downlinks from the lunar orbiters to a terrestrial station. Case

1 assumes that the downlinks originated from each of the three

lunar orbiters are affected by reliability factors of 0.95, 0.85,

and 0.5. Case 2 assumes that all contacts are reliable except

for the downlinks from one lunar orbiter, which have a contact

reliability factor of 0.5. Figure 3 depicts the results.

In addition to CGR and the three cognitive extensions, we

introduce A-CGR as a basic routing method that attempts

to improve the route computation by enforcing the use of

contacts with a reliability factor that is above a predefined

threshold. This threshold was set to 0.9 in the experiments.

This basic logic makes A-CGR functionally related to O-CGR,

which evaluates the reliability of paths when making routing

decisions. Although not identical to O-CGR, A-CGR provides

reasonable baseline performance.

The charts on the left part of Figure 3, i.e., the ones labeled

(a), (c) and (d), correspond to Case 1. It can be observed

that A-CGR produced the lowest throughput given that the

action of removing contacts despite offering limited reliability,

also removes network capacity leading to a higher level of

bundle drops. The response time of A-CGR, CE-1 and the

standard CGR was observed to be very close. CE-2 and CE-

3 achieved the highest throughput of all methods as both

consider the impact of buffering delays when building the

contact graph, with CE-3 producing lower response times than

CE-2 by also considering buffering delays within the shortest

path calculation. The results for Case 2 in the right part of

Figure 3 follow a similar pattern although less penalized as

only one link was affected by unreliable contacts. Also, the

results with CE-2 and CE-3 were very close.

C. Impact of the Look-Ahead Window Size

The previous results were obtained with the look-ahead

window size set at 6 hours. The next set of results evaluates

the impact of selecting different look-ahead window sizes

on routing performance. Observations were collected for two

traffic load points: low at 30 kB/s and high at 70 kB/s. Based

on prior results, the response time difference at high load is

approximately twice as much as at low load, allowing us to

observe performance differences between these two cases.

Figure 4 presents the observations collected in a network

with reliable contacts. The figures in the left column show

the results for low load, while those in the right column

show results for high load. In each case, the flow metrics

are presented in terms of average response time, bundle loss

ratio, and bundle throughput. The results indicate that, for both

cases, CE-2 and CE-3 yield similar outcomes across the range

of look-ahead window sizes tested. However, CGR, CE-1, and

A-CGR showed sensitivity to the look-ahead window size. In a
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reliable network, these three methods produce identical results.

At low traffic load, the CGR, CE-1, and A-CGR methods

showed throughput improvement up to a look-ahead window

size of approximately five hours, though with higher mean

response times. At high traffic load, they follow a similar trend

but over a much larger span.

Figures 5 and 6 report the same metrics for both traffic

loads but with the tests running on a network with unreliable

contacts. As before, two cases were observed: the first with all

downlinks from the lunar orbiters affected by limited contact

reliability at 0.95, 0.85, and 0.5 per orbiter (Figure 5), and

another affecting a single orbiter at 0.5 (Figures 6). It can be

observed that the trend initially noted in the reliable network

continues in both scenarios with unreliable contacts. As the

look-ahead window increases, CGR, CE-1, and A-CGR show

larger mean response times, lower loss, and higher throughput.

Performance differences between these methods are evident,

with A-CGR tending to yield higher response times and lower

throughput than the other methods in the first scenario.
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Figure 4. Impact of the look ahead window size with reliable contacts for
traffic loads of 30 kB/s (left column) and 70 kB/s (right column)

D. Impact of Prediction Errors in the Reliability Factor

The exact mechanism to determine reliability factors is left

unspecified in this study, but it is interesting to observe how

errors in this estimation would affect the performance metrics
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Figure 5. Impact of the look ahead window size with with all downlinks
affected by unreliable contacts (0.95, 0.85, 0.5 per orbiter) for traffic loads

of 30 kB/s (left column) and 70 kB/s (right column)

of the traffic flow. To achieve control over the error level,

deviations where introduced to the model approximation yj
given by 3, 4, or 5, as follows:

y′j = max{ymin, yj ×N (1, σe)} (6)

where ymin is a selected lower bound (0.1 in the tests) and

N (1, σe) is a sample from a normal distribution with unit

mean and standard deviation σe. The value y′j is used in

place of yj when evaluating the effect of contact reliability

in expression 2.

Observations were collected for two reference traffic load

points at 30 kB/s and 70 kB/s as before for one of the

scenarios to illustrate the impact of the estimation error given

by parameter σe. Figure 7 shows the mean response time and

throughput as a function of factor σe in the network with

unreliable contacts. As before, assuming reliability factors of

0.95, 0.85, 0.5 for the downlinks originating from each lunar

orbiter. The top row containing figures (a), (b), (c) depicts the

resulting flow metrics for low traffic, whereas the bottom row

with figures (d), (e), (f) depicts the same metrics under high

traffic. For low traffic loads (30 kB/s), all three extensions

experience an increase in the response time with larger values

of σe which is expected as the accuracy of the information
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Figure 6. Impact of the look ahead window size with one downlink affected
by unreliable contacts r = 0.5 for traffic loads of 30 kB/s (left column) and

70 kB/s (right column)

available for routing becomes corrupted. However, both CE-2

and CE-3 demonstrated good resiliency in terms of throughout

unlike CE-1 given the low bundle loss levels. With high traffic

(70 kB/s), CE-2 and CE-3 show an increase in the response

time with σe, but not CE-1 with the loss and throughput

metrics of all methods unchanged. These results indicate that

at the selected traffic level, the buffers of all downlinks reach

a level of saturate that makes little difference choosing one

downlink over another.

VI. CONCLUSION

In conclusion, this study assesses the integration of a Cogni-

tive Element into CGR and its impact on routing performance.

With the use of a data-driven methodology, the CE is expected

to predict average single-hop bundle delivery times, account-

ing for latency-related factors such as CLA protocol behavior

(e.g., retransmission dynamics), configuration parameters, and

random variables like packet drops and unreliable contacts.

This paper builds on prior work by removing the constraint in

the path search algorithm that required bundle arrivals to fall

within the bounds of a given contact. The use of average values

from CE estimations allows better handling of the effects of

unreliable contacts in the path search. Additionally, the study
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Figure 7. Impact of the prediction error σe with all downlinks originating
from the three lunar orbiters affected by unreliable contacts (0.95, 0.85, 0.5)

and for traffic loads of 30 kB/s (top row) and 70 kB/s (bottom row).

explores filtering contacts from the contact plan based on

their predicted availability after factoring in expected buffer

occupancies in the network. This approach results in shorter

graphs, faster computation, and enhanced routing performance.

Comprehensive simulations conducted within an Earth-

Moon network simulated context, assuming realistic contact

features and accounting for unreliable contacts, show signifi-

cant improvements in routing performance with the inclusion

of a CE compared to the conventional CGR approach. This

was evident when considering both regular network informa-

tion available at a DTN node, i.e., the information contained

in the contact plan, and extending this information to include

network-wide buffer occupancies, i.e., global information. Un-

surprisingly, the latter assumption yielded significant through-

put improvements, particularly for traffic loads exceeding 50

kB/s in the tests, i.e., under congestion. For those cases, the

simulations also showed lower requirements for the length of

the contact plan.

We note that this study provides an implementation-agnostic

assessment of the proposed approach using an analytical

definition of the CE and its prediction errors. In practice, the

CE is expected to be implemented using a neural network

or related mechanism, with its structure, training algorithm,
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and data quality affecting its prediction accuracy. The study

addressed the potential performance degradation due to pre-

diction errors. In particular, the results indicate that the CE

method shows sensitivity to small errors, which can lead to

delays of up to twice as much, although throughput remains

largely unaffected. These findings highlight the advantages

of using a cognitive networking approach to optimize space

DTN performance and point to the importance of designing

an accurate CE. Future research will focus on developing

practical applications of this concept.
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Abstract—This paper presents an information-centric, wireless 

sensor network-based ecosystem for smart-city applications. 

The proposed scheme targets the integration of a non-terrestrial 

wireless network using unmanned aerial vehicles, leveraging 

higher frequency bands for future broadband wireless 

communication in disaster-resilient smart cities. To 

demonstrate the feasibility of the scheme, we conducted a 

preliminary evaluation of computer-calculation capabilities and 

network performance, including throughput and jitter in the 

application and TCP layers. In addition, as part of a scenario 

for disaster-information sharing systems, we conducted a video-

streaming test through an on-site experiment and developed a 

prototype device for edge-side node device, aimed at exploring 

new wireless networking technologies in promising mmWave 

bands.  

Keywords—Information-centric wireless sensor network; 

mmWave communications; unmanned aerial vehicle 

I.  INTRODUCTION 

Emerging technologies, such as the Internet of Things 
(IoT), the metaverse, and Artificial Intelligence (AI), are 
widely utilized and applied in our daily lives, contributing to 
making cities smarter. For example, IoT can improve legacy 
barriers, AI can assist in decision-making, and the metaverse 
can accelerate non-face-to-face communications. Thanks to 
the massive amount of valuable information they provide, 
several problems related to urbanization and social life can be 
mitigated. Smart cities represent a new paradigm that can lead 
to the provision of smart services centered around healthcare, 
transportation, energy, and natural disasters, making cities 
greener, safer, and friendlier for residents [2]. At the same 
time, natural disasters (earthquakes, typhoons, hurricanes, 
floods, and other geologic processes) can potentially cut or 
destroy the existing territorial wireless network infrastructure. 
Typical (smart) cities separately construct IoT systems to 
provide daily and disaster-related applications. On the other 
hand, the concept of this paper will coexist with those systems, 
designed as disaster-resistant smart cities. Namely, disaster-
related information is shared using the same system when a 
disaster occurs. This scheme brings two advantages: 
economic efficiency (i.e., eliminating the need for an 
exclusive disaster communication and networking system) 
and improved availability (i.e., the system can be more 
available in emergencies because it is already in place for 
daily operations). 

A Wireless Sensor Network (WSN) is an essential 
foundational technology supporting these application services. 
In WSNs, many sensors and actuators are heterogeneously 
interconnected with edge, cloud, and user networks to collect 
and distribute sensing data, such as text-based sensing, real-
time streaming, and 3D high-capacity data. Specifically, the 
data includes various protocols, demands, and priorities, all of 
which should be accommodated in the same system, 
particularly in the Physical and Medium Access Control 
(PHY/MAC) layers. To address this situation, we use three 
technologies: Unmanned Aerial Vehicles (UAVs), 
millimeter-wave (mmWave), and Information-Centric 
Networking (ICN). 

UAVs have been widely utilized in various fields, such as 
commercial uses, industrial uses, and hobbies. For example, 
aerial photography and video-streaming technologies with 
high-resolution cameras provide a well-known multi-purpose 
solution in UAV use cases. However, UAVs are known as 
aerial base stations in future wireless telecommunications 
systems and as a component of non-terrestrial networks, along 
with satellites (geostationary, quasi-zenith, and low-earth-
orbit) and high-altitude platforms (small planes). As 
previously described, UAVs can expand wireless coverage to 
disaster-stricken or rural areas and serve as new data 
producers and carriers [3][4]. 

MmWave communications have been recognized as a 
revolutionary new research domain in future mobile 
networking technologies, capable of accommodating various 
data streams. MmWaves can support a wider bandwidth 
compared with current mainstream spectrums, such as ultra-
high frequency and microwave bands. Due its vast spectrum 
bandwidth, mmWaves enable multi-gigabit data transfer [5], 
and the spectrum is globally assigned (for example, in 28, 38, 
and 60 GHz in cellular networks utilized in 3GPP-FR2 [6]). 
Therefore, mmWave communication is positioned at the 
forefront of the global frontier and is an essential element in 
discussions on next-generation wireless communications. 

ICN is a remarkable candidate for a future network 
architecture that shifts the focus from host locations to content 
data [7]. At the network layer, the protocol suite must be 
designed on the basis of an autonomous and decentralized 
network architecture. ICN has an advantage in data-intensive 
applications optimized for content retrieval in an autonomous, 
decentralized ad-hoc network environment. The data are 
named instead of the address, enabling end-users to discover 
and obtain the data via names, resulting in a location-free 
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structure. Another vital feature of ICN is in-network caching. 
Namely, the data are copied and stored in cache memories on 
network nodes to facilitate further data retrieval. In addition, 
the data are handled separately by individual content units, i.e., 
the data can be self-certified and encrypted by their producer, 
contributing to improved security. 

Applying ICN to WSNs yields an Information-Centric 
Wireless Sensor Network (ICWSN) [8], which positively 
affects network performance by boosting data delivery and 
improving data fetching delay. ICWSNs have the potential to 
address challenges arising from cases where most WSN 
devices are resource-constrained with radio frequency, 
processing resource, energy, and memory limitations. In 
addition, the data abstraction resulting from ICN design 
contributes to easy data spreading and simplifies management 
of such systems, including the network-transport layer 
protocol suite. 

In our study, we integrate these technologies by 
implementing a UAV-aided ICWSN in mmWaves to 
effectively collect and distribute the data. As previously stated, 
mmWaves have the characteristic of propagating 
straightforwardly and therefore being significantly attenuated 
by penetration, atmosphere (oxygen), heavy rain, and 
moisture-containing material. Fortunately, UAVs can 
establish more reliable Line-of-Sight (LoS) links for ground 
nodes, leading to a better communication channel. In our 
baseline paper [1], we provided the blueprint of the proposed 
scheme and several fundamental evaluation results. This 
paper further investigates an ecosystem to support application 
services for disaster-resilient smart cities. At the same time, 
we need to ensure the proposed scheme can provide a high 
data rate and low latency with stable connectivity to establish 
a new sustainable smart-city ecosystem. 

Consequently, in this paper, after briefly surveying the 
covered areas, we describe the development of testbed devices 
and constructed test fields in our project. Using these facilities, 
we evaluate whether the proposed ICWSN platform can 
function effectively for the assumed smart-city deployment 
scenario. These evaluations contain mmWave identification, 
including fundamental communication characteristics and 
network performances, for future application services. In 
addition, we demonstrate a practical implementation of an 
integrated air-to-ground mmWave ICWSN platform in the 
test field and address the feasibility of operating wideband, 
real-time applications in disaster-resilient smart cities. 
Furthermore, we reveal that the proposed system is ready for 
deployment in an actual city with prototype implementations 
of both WSN and infrastructure-side devices. 

The remainder of this paper is organized as follows. 
Section II discusses related work. Section III provides a brief 
overview of the development of the proposed ICWSN test 
field. Section IV describes the proposed scheme. Section V 
presents the evaluation results and discussion. Finally, 
Section VI concludes this paper with a brief summary and 
mention of future work. 

II. RELATED WORK 

For smart-city application platforms, Malik et al. [9] 
presented a comprehensive assessment of the smart-city 

concept, surveying its possible applicability in upcoming 
technological growth on the basis of an exhaustive existing 
literature investigation regarding smart cities. Vera-Panez et 
al. [10] investigated the design and implementation of the 
WSN platform for the fog-computing paradigm. For 
evacuation during emergencies, Ahanger et al. [11] presented 
an intelligent evacuation framework by integrating IoT, edge, 
and cloud-computing paradigms. The proposed framework 
utilizes IoT technology to collect ambient data and track 
occupant movement on the basis of location. 

For the foundational technologies of mmWaves in 
physical and MAC layers, Pan et al. [12] proposed a 
cooperative communication scheme using network coding for 
vehicular ad-hoc networks to enhance resilience to 
transmission errors. The scheme was designed based on a 
graph-theoretic approach, considering the directionality of 
mmWaves and the effect transmission redundancy. In the 5G 
networks, traditional approaches overlook critical handover 
issues related to interference and channel intermittency in 
dense network environments. Ganapathy et al. [13] 
investigated the handover technologies. For future wireless 
networking technologies, including mobility and ad-hoc 
networks, Luo et al. [14] proposed a joint communication and 
positioning technique for resource allocation algorithms. 

In network and transport layers, Zhang et al. [15] revealed 
fundamental issues under highly variable links for end-to-end 
mmWave applications through a comprehensive simulation-
based study of various congestion control algorithms in TCP. 
Khorov et al. [16] classified TCP schemes and investigated 
the performance of the promising QUIC method in high-
frequency bands. Poorzare et al. [17] revealed that mmWaves 
5G could provide high data rates with low latencies. However, 
maintaining a reliable end-to-end connection throughout 5G 
mmWave networks is challenging due to the fluctuation of 
high-frequency channels, primarily because TCP, the main 
protocol exploited by the transport layer, cannot perform 
sufficiently under these conditions. Through actual 
experiments, Yang et al. [18] examined and discussed the 
performance of several TCP congestion control algorithms in 
the 60-GHz band and inspected improvements in TCP 
performance over mmWave hybrid networks using TCP 
proxies in single-flow and multi-flow scenarios. 

Regarding the studies of IEEE 802.11 ad/ay and 5G 
cellular networks, Wang et al. [19] conducted an experiment 
using a testbed to exploit the high gain of mmWave RF and 
flexible configuration of embedded systems. Validation and 
field tests show that the developed testbed could provide up to 
a 2.3-Gbps network layer data rate in a single channel with 
low latency and support point-to-multi-point transmission 
aided by relay. Aldubaikhy et al. [20] investigated a fixed 
wireless access system, including unlicensed Wi-Fi and 
licensed 5G networks. This paper described a comprehensive 
review of the considered new protocol specifications and 
design elements of the DNs and provided a case study 
proposing a low-complexity concurrent transmission protocol 
to enhance the network performance while mitigating the 
interference. 

For air-to-ground integrated networks, Tuan Do et al. [21] 
surveyed recent approaches to UAV-aided communication 
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networks in mmWaves and presented their main 
characteristics based on intelligent learning-based methods. 
Dabiri et al. [22] proposed a backhaul architecture in 
mmWaves using fixed-wing UAVs to maximize the average 
channel capacity, including a modelization of a single relay 
fixed-wing UAV-based communication system that considers 
realistic physical parameters and investigates crucial channel 
parameters’ effects, such as antenna pattern gain and flight 
path, on the system’s performance. Sanchez et al. [23] 
formulated a stochastic channel model for mmWave UAV 
communications under hovering conditions. Cheng et al. [24] 
proposed a new three-dimensional channel model for air-to-
ground mmWave communication environments based on the 
ray tracing theory. 

As the foundational technologies for comprehensive 
mmWave communication systems, Xiao et al. [25] surveyed 
beamforming techniques as an essential technology in UAV-
aided mmWaves. Zhao et al. [26] proposed a geometric 
analysis method to detect blockage in multi-UAV 
communication systems and addressed a user-scheduling 
formulation and its efficient algorithm to enhance spectral 
efficiency. Chang et al. [27] proposed a new integrated 
scheduling method of sensing, communication, and control in 
mmWave and THz communications within UAV networks, 
including an analysis of interactions among these 
functionalities and providing a new definition from a motion 
control perspective, i.e., the relationship between sensing-
control pattern activation and data rate. 

III. MMWAVE WIRELESS INFORMATION-CENTRIC 

NETWORKING AND TEST-FIELD DEVELOPMENT 

This section provides an overview of mmWave 
communication and information-centric wireless networking 
technologies, and we describe a test-field development. 

A. MmWave communication system 

A global standardized communication system, like 
Wireless Local Area Networks (WLANs) enables local 
network connectivity for various devices such as computers, 
tablets, smartphones, and IoT devices. The IEEE 802.11 
family (Wi-Fi) is globally recognized as a WLAN standard, 
and IEEE 802.11 ay is the latest version of mmWave 
communications on unlicensed 60-GHz bands, aiming to 
improve upon IEEE 802.11 ad while guaranteeing backward 
compatibility for legacy users. In contrast to other systems, 
future mobile (cellular) networks, like local or private Fifth 
Generation (5G) are also ready to leverage mmWaves. 
However, IEEE 802.11 ay has the advantage of widespread 
user terminals, which yields economic benefits in common 
device usage during smart-city deployment phases. 

When we deploy the mmWave WLANs using IEEE 
802.11 ay-compliant systems, they can operate under the 
point-to-point and point-to-multi-point topologies in both 
indoor and outdoor environments. In other words, the network 
can be constructed on the basis of meshed-network 
technology, providing a cost-efficient broadband wireless 
solution to replace fiber optical networks in city areas. In 
addition, meshed networks can find the most efficient path for 
information en route under a dynamic network environment 

with multi-hop wireless communications. Namely, if an 
intermediate node fails, another can immediately take over its 
role, thereby improving the network’s availability. This 
feature is suitable for a network that supports disaster-resilient 
smart cities. 

B. MmWave communications platform 

To deploy an IEEE 802.11 ay-compliant meshed network, 
Distribution Nodes (DNs) and Client Nodes (CNs) are used, 
i.e., multiple DNs are interconnected to form a backhaul 
network, enabling end-users access via CNs. As a commercial 
product, Meta (Facebook) offers Terragraph (TG) as an IEEE 
802.11 ad/ay-compliant meshed network [28]. TG aims to 
provide operators with an alternative low-cost solution to 
provide a similar cellular network or regional Internet service, 
such as a metropolitan area network. 

In the network layer, the TG network communicates via 
multi-hop transmissions with a maximum of 15 hops, and the 
router node supports the Open/R routing protocol. In the 
Medium Access Control (MAC) layer, TG is compatible with 
the IEEE 802.11 ad/ay specification but uses time-division 
access instead of contention-based carrier sense for system-
complexity improvement. In the PHY layer, TG only provides 
single-carrier modulation among several IEEE 802.11 ad/ay-
available PHY methods. Specifically, the TG system selects 
the pair of modulation and coding schemes among Binary 
Phase-Shift Keying (BPSK), Quadrature PSK (QPSK), and 
16-Quadrature Amplitude Modulation (QAM), and a code 
rate of 𝑅 = 1/2, 5/8, 3/4, or 13/16, as a rate (link) adaptation 
technique based on the received Signal-to-Noise-Ratio (SNR) 
and Packet Error Ratio (PER). In addition, the TG antenna 
uses a beamforming technique that adaptively modifies to 
maximize signal quality when the radio link is disconnected 
or the system turns on, enabling half-duplex physical data 
rates up to 4.6 Gbit/s. 

C. Information-centric networking and its platforms 

In the ICN system, users obtain data from the nearest node 
without servers or clouds, thereby detaching the data from its 
original location and reducing network congestion and latency. 
To enable the ICN mechanism, intermediate nodes maintain 
three databases: Pending Interest Table (PIT), Forwarding 
Information Base (FIB), and Content Store (CS). In PIT, 
interest packets (data-request messages), including in/out 
interfaces and names, are registered, enabling requested data 
to be forwarded to the data requester by back-tracing on the 
basis of the PIT information. The interest packet is further 
forwarded to the next node based on FIB when the data has 
not been stored in the cache memory. Namely, if the node has 
the data, it replies with it; otherwise, it relays the interest 
packet. The cached data is managed using CS, enabling nodes 
to inquire whether the requested data has been stored. 

As ICN platforms, Data-Oriented Network Architecture 
(DONA) was the first ICN framework to use flat names in 
place of hierarchical addresses. Content-Centric Networking 
(CCN) adopts a hierarchical naming scheme and serves as a 
fundamental design in the ICN platform. Named-Data 
Networking (NDN) is the first CCN-based ICN framework 
and one of the renowned ICN platforms for research. In 
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another branch of CCN, PURSUIT features a hierarchical 
routing structure and uses the distributed hash table-based 
routing scheme. NetInf uses a publish-subscribe scheme and 
maps names to locators. CCNx, the latest CCN-based ICN 
framework has a standardized protocol. 

D. Development of ICWSN framework 

We have been developing a testbed device and test field to 
evaluate an mmWave ICWSN framework. For the hardware 
of the mmWave TG communication system, we used the 
BeMap MLTG-360 as a DN and MLTG-CN as a CN [29]. 
According to the catalog-based specification, DNs can 
transmit up to distances of about 300 m, and all wireless links 
must be LoS with no foliage, walls, or other obstacles between 
antennas. The maximum transmission Effective Isotropic 
Radiated Powers (EIRP) are 43 dBm (DN) and 38 dBm (CN), 
and the antenna gains are 28 dBi (DN) and 22 dBi (CN). Each 
antenna consists of a phased array with 64 elements, and the 
steering angular ranges are [−45°, 45°] in the azimuth plane 
(φ) and [−25°, 25°] in the elevation plane (θ). In the 
beamforming scheme, an index value representing the antenna 
direction can be selected among predefined beamforming 
patterns. In Japan’s regulation of the Radio Act, TG is 
assigned the unlicensed 60-GHz band (57–66 GHz) with four 
channels, consisting of 58.32, 60.48, 62.64, and 64.80 GHz 
(central) frequency bands each with a 2.16-GHz bandwidth. 

For the middleware of the ICN platform, we used 
Cefore [30]. Cefore is an open-source CCNx-based ICN 
platform available on Linux (Ubuntu). Its deamon processes 
include cefnetd, which exchanges the data and forwards 
interest packets based on PIT and FIB, and csmgrd, which 
provides an in-network caching scheme based on CS. Note 
that cefnetd also provides a simple on-memory caching 
scheme. To integrate Cefore into the system, we can register 
and obtain the data from the application software (program) 
using the following commands: cefputfile and cefgetfile for 
sending and receiving static data, respectively, and 
cefputstream and cefgetstream for broadcasting and receiving 
real-time streaming data, respectively. 

The proposed scheme can manage a unified ICWSN 
distributed over a wide area. The test fields were located at the 
KOIL mobility field (Kashiwa, Chiba), the baseball field in 
Advantech Japan (Nogata, Fukuoka), and Fukuoka University 
(Fukuoka). These fields are inter connected via a broker 
deployed on a cloud server and logically placed on the same 
network segment through virtual private network 
connections [31][32][33]. In this paper, we focus more on the 
baseball field as this is where we conducted the experiment. 
The ICWSN is composed of a group of Sensor Nodes (SNs), 
Relay Nodes (RNs), and a Private (self-operated) Base Station 
(PBS). RNs include a Ground RN (GRN) and an Aerial RN 
(ARN) equipped on a land-based access point and a low-
altitude UAV, respectively. Figure 1 shows an overview of the 
test-field sites. The testbed has two external network 
connections for network-connective availability: a primary 
TG network and a secondary cellular network. 

IV. COMPUTER-CALCULATION CAPABILITY 

In this section, we present the statistical characteristics of 
sensing data in smart-city applications. Using the formulated 
model, we evaluate the computational processing capability 
with respect to data compression and encryption. 

A. Statistical modelization of real sensing data 

As a statistical model of sensing data, we used a river-
monitoring system developed in our previous study for 
disaster-resilient smart-city applications [34]. The system 
estimates river flow direction and velocity to prevent internal 
flooding caused by typhoons and heavy rain. The system was 
experimentally placed in the Onga River, classified as a first-
class river, and passed through Nogata (Fukuoka, Japan). We 
captured photographs of the water surface and ambient-area 
scenery as sensing data. We prepared 25 datasets containing 
20 images, totaling of 500 data, for statistical model 
modelization. Note that each (image) data has the same 
conditions, such as location, camera angle, and recording time, 
but differed slightly in recording time due to continuous 
shooting. 

From the datasets, we obtained a statistical model of the 
sensing data representing a Cumulative Distribution Function 
(CDF) of byte-by-byte codewords (0x00 to 0xFF). We 

calculate the frequency of 256 different codewords for each 
data and sorted the occurrence probabilities in descending 
order. Figure 2 shows the results of the calculated CDFs 
drawn as superimposed lines. The red line represents the case 
where the codewords occur equally. The results show that the 
sensing data that were captured in the on-site field indicate a 
particular bias because the lines should overlap the red line if 
codewords were equally distributed. Despite varying capture 
conditions, the statistical characteristics of the data are similar. 
Subsequent evaluations will utilize this statistical model. 

 

Figure 1. Overview of the test field developed in [31][32][33]. 
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B. Hardware selection and analysis data preparation 

In ICWSN systems, named data, in which sensing data are 
encapsulated, are primitively compressed and encrypted for 
efficiency and reliability. ICNs provide secure mechanisms 
for individual data. In the rest of this section, we aim 
demonstrate the feasibility of our proposed scheme’s edge-
side network installation and evaluate its fundamental 
capability in terms of processing time; we discuss the effect 
on the network in terms of delay. In this paper, we consider 
three types of node devices: user-terminal nodes, edge nodes, 
and SNs. In the next section, we will assess the performance 
of each categorized node using real hardware devices, 
providing a benchmark and feasible conditions to construct 
the network and deploy it in smart cities. For the hardware, we 
used a MacBook Pro as a user-terminal node, an Advantech 
AIR-020 as an edge node, and Advantech EPC-S202 and 
Raspberry Pi 4B as SNs, respectively. The specifications of 
these devices are listed in Table I. In particular, the Advantech 
AIR-020 and EPC-S202 are both highly reliable embedded 
computers for industrial usage, and their overview are shown 
in Figure 3. 

For the computer-capability evaluation, we generated and 
prepared 100 randomized datasets with 0.1, 0.5, 1, 5, 10, 50, 
100, 500, 1,000, 5,000, and 10,000 kbytes. These datasets 
were generated using the computer program implemented in 
the C++ language and were based on the statistical model that 
was modelized in the previous section. The variations of the 
datasets, particularly minimum and maximum sizes, were 
assumed to be text-based sensing data with an ICN header 
(and footer) and a typical ICN chunk size, respectively. Note 
that the named data exceeds the predefined size; it is divided 
into short-length data units called chunks, similar to packet 
fragmentation in IP networks. In addition, we used 
randomized data to ensure it was free of legal copyright and 
portrait rights. 

C. Experimental results 

In this section, to evaluate the performance of edge-side 
node devices, we first measured the processing time for data 
compression and decompression processes. In particular, we 
used the deflate algorithm and the Lempel-Ziv-Markov-Chain 
Algorithm (LZMA) as data (de) compression algorithms. The 
deflate method uses a sliding dictionary and Huffman coding 
techniques. It is widely used for file archiving implementation 
and is distributed with operating systems in the ZIP file format. 
The LZMA method is enhanced with a range coding technique 
to improve compression performance. In addition, it is one of 
the most highly efficient data-compression methods. Both are 
lossless data-compression schemes and are supported by 
several embedded devices. The LZMA method generally has 
a faster decoding speed than the deflate method.  

Figure 4 shows the results, including the processing time 
for encoding and decoding using the deflate and LZMA 
methods, respectively. Note that both the vertical and 
horizontal axes use logarithmic scales. The processing time of 
data compression and decompression was practically the same 
in the region where the data size was less than 100 kbytes, 
with the deflate and LZMA methods requiring 10 ms or less 
for up to 100 kbytes, regardless of the device. In other words, 

this indicates a minimum processing delay required for data 
(de) compressing, including processing overhead, such as 
initialization and termination of the methods, which is 
unavoidable. In the region with more than 100-kbyte data, the 
processing time increased proportionally to the data size. 

As a data encryption scheme, we used the Advanced 
Encryption Standard (AES) method, which is widely utilized 
for various computer systems and is the most popular 
common-key (symmetric-key) cryptosystem. Systems with an 
AES-based encryption scheme select a key length, such as 128, 
192, or 256 bits, with longer key lengths offering stronger 
cryptographic strength. In this paper, we selected 128 and 
256 bits since these are widely used in general IoT devices. In 
the experiment, we used OpenSSL [35], an open-source 

 

Figure 2. Statistical characteristics of IoT data: CDF characteristics for 

frequency of byte-based codeword occurrences 

TABLE I.  TEST DEVICE SPECIFICATIONS 

Terms 

Parameters 

MacBook AIR-020 EPC-S202 
Raspberry 

Pi 4B 

CPU 
M3 Pro 

(11 cores) 

ARM 

(6 cores) 

Intel Atom 

(4 cores) 

ARM A72 

(4 cores) 

RAM 18 GB 8 GB 4 GB 4 GB 

OS Sonoma 

Ubuntu 

18.04 with 

JetPack 

Ubuntu 

20.04 LTS 

Raspbian 

6.6 

 

 
(a) 

 

 
(b) 

Figure 3. Overview of the industial-use reliable computers: 

 Advantech (a) AIR 020 and (b) EPC-S202 
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software library providing secure communications on Internet 
servers, such as HTTP over TLS/SSL protocols. 

Figure 5 shows the results, including the processing time 
for encoding and decoding using AES methods with 128 and 
256 bits, respectively. The results show that the processing 
times for data encryption follow the same trend to those for 
data compression. However, the MacBook performed better 
than other devices. Note that the vertical axis is logarithmic. 
While the AIR-020 was equipped with a Jetson platform, its 
AI optimization mechanism did not effectively work for 
general-purpose processing, like data compression and 
encryption. The MacBook demonstrated the best performance 
among the tested devices as it is equipped with powerful end-
user processors. Conversely, edge-side WSN devices must 
consider outdoor use, and heat dissipation and stability issues, 
leading to compromised specifications with an approximate 
processing delay of 100 ms. 

D. Discussions 

In the previous section, we found that the processing delay 
time of the edge-side node devices was under approximately 
100 ms. In this section, we will discuss the effects of these 
results on ICWSN deployment in smart-city applications. For 
application services where delay is not a significant concern, 
such as those with hourly (or daily) data-collection intervals 
like delay-tolerant networking-based application services, the 
delays are in significant. For example, river-monitoring 
systems for disaster-resilient smart-city applications require 
sensing data every hour under normal weather conditions; 
however, this interval may decrease to every 20 minutes or 
less when a disaster occurs [34]. 

The proposed ICWSN can be used in such scenarios, but 
we should acknowledge the limitations regarding wireless 
network construction. Regarding network topology, low-
power wide-area networks (a well-known IoT networking 
platform) directly connect BSs and SNs (star-type networks). 
The limitations are negligible if the BS has sufficient capacity 
to accommodate a sufficient number of SNs. Alternatively, 
networks constructed on the basis of relay or ad-hoc network 
technologies, IEEE 802.11 ay experiences significant delays 
due to multi-hop wireless transmission accumulating to 
several hundred milliseconds per wireless section. Despite 
this potential second delay, the ICWSN remains applicable. 
However, delay-sensitive application services, such as those 
that include actuator (or actor) control and real-time streaming 
solutions, require more complex mechanisms for overall 
layers, which is a consideration for future work and out of 
scope in this paper. 

V. MMWAVE COMMUNICATION PERFORMANCE 

In this section, we investigate the network performance in 
which mmWaves affect the upper layers, such as network and 
application layers. 

A. Experiment environment 

As previously mentioned, we use BeMap’s TG [29] for the 
mmWave communication system, and the detailed 
specification are listed in Table II. The experiment was 
conducted in an anechoic chamber (shielded room) assumed 

to be an ideal environment for mmWave propagations. 
Figures 6 and 7 show the scenery and configurations of the 
experimental environment, respectively. As shown in 
Figure 7(a), a DN and CN were placed face-to-face at a 
distance of 6.9 m, and the radio wave planes remained 
horizontally oriented; the DN and CN are shown in 
Figures 6(a) and (b), respectively. Both antenna surfaces were 
vertically oriented to the ground, and the direct line between 
them was kept obstacle-free. The experiments were conducted 

 
(a) Deflate (ZIP) algorithm 

(encoding) 
 

 
(b) Deflate (ZIP) algorithm 

(decoding) 

 
(c) LZMA (7z) algorithm 

(encoding) 

 

 
(d) LZMA (7z) algorithm 

(decoding) 

Figure 4. Results of data compression and decompression performance 

 
(a) AES-128 (encoding) 

 

 
(b) AES-128 (decoding) 

 
(c) AES-256 (encoding) 

 

 
(d) AES-256 (decoding) 

Figure 5. Results of data encryption and decryption performance 
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assuming three propagation environments: LoS propagation, 
floor-reflecting, and wall-reflecting, as shown in Figure 7(b). 
In the LoS propagation environment, the floor and walls were 
filled with radio wave absorbers (mmWave-qualified), and we 
assumed a condition with no radio waves other than direct 
waves, as shown in Figure 6 (b). For the floor-reflecting and 
wall-reflecting environments, the floor and walls were 
covered with aluminum sheets that can reflect radio waves, 
and we assumed the conditions under which direct and 
reflected waves could arrive, as shown in Figures 6(c) and (d), 
respectively. 

To reconfigure the beamforming directions to face each 
other, we restarted the CN device. Note that the BeMap’s TG 
devices were reset to the beamforming configuration upon 
rebooting or when the signal becomes unclear. During the 
experiment, we continuously monitored the PHY information 
to ensure that beamforming was not reset. To measure 
network performance, the CN was fixed, and the DN was 
placed on the antenna base and rotated using an antenna 
rotator, as shown in Figure 7(a). The antenna rotator can move 
within the steering angular ranges of [0°, 90°] in the azimuth 
plane (φ) and [0°, 20°] in the elevation plane (θ), as shown in 
Figure 7 (c). 

B. Results for network performacne 

To evaluate the network performance of the scheme, we 
measured TCP throughput using iPerf3 and ICN throughput 
using Cefore. Figure 8 shows the experimental results, 
including TCP and ICN throughput for the LoS propagation, 
floor-reflecting, and wall-reflecting conditions. The TCP 
throughput is an average (mean) value from three rounds, 
measured every second for 30 s. ICN throughput is an average 
(mean) value, measured when retrieving three different data. 
In particular, the ICN platform used Cefore, a ccnx-compliant 
protocol stack previously mentioned in Section III.D. We 
installed Cefore only on the control computer of ARN and PC; 
the data can be exchanged via the cefnetd and csmgrd daemon 
processes from the application program. ICN throughput was 
calculated on the basis of the time intervals between provider 
commitments using the cefputfile command and receiver 
retrievals using the cefgetfile command. To mitigate the effect 
of in-network caching on throughput, we retrieved different 
data files each time to avoid repeated requests for the same 
data. 

Figure 8(a) shows the result of TCP throughput. The radio 
link remained connected regardless of angles θ and φ. Except 
for φ > 90°, where it was disconnected, and θ > 20°, where 
the wireless link was unstable, preventing continuous TCP 

 

Figure 7. Configuration of experimental environment: (a) Diagram of 
experimental equipment, (b) Radio propagation conditions between the 

transmitter and receiver, and (c) relationship between antenna surfaces of 

transmitter and receiver antenna 

TABLE II.  TG SPECIFICATIONS 

Terms 
Parameters 

DN CN 

Size 20x20x20 cm 18x11x4.3 cm 

Weight 3.9 kg 1.1 kg 

Maximum energy 

consumption 

75 W (4 radios) 

30 W (1 radio) 
15 W 

Frequency Fc = 58.32 GHz (57.0-59.4 GHz) 

Tx power 43 dBm 38 dBm 

Antenna 

Gain: 28 dBi Gain: 22 dBi 

Phased array antenna with 64 elements 

Azimuth range: -45° to +45° 

Elevation range: -25° to +25° 

LAN Gigabit Ethernet (1x port) 

PHY/MAC IEEE 802.11 ad/ay 

Modulation method OFDM with BPSK, QPSK, 16QAM 

Required RSSI -66 dBm (MCS9), -61 dBm (MCS12) 

Theoretical range 150 m (MCS9), 100 m (MCS12) 

 

 
(a) CN 

 

 
(b) DN and LoS propagation 

environment 

 
(c) Floor-reflecting environment 

 

 
(d) Wall-reflecting environment 

Figure 6. Experimental environment in an anechoic chamber 
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throughput measurement. Compared with the LoS 
propagation conditions, TCP throughput improved by 13.2% 
for the case with reflected radio waves (in the floor- and wall-
reflecting conditions). This result indicates improved receiver 
environment due to reflected and direct waves, which occur in 
the anechoic chamber. However, practical throughput may not 
be achievable at φ  > 45° for TGs deployed in real cities 
because of complex radio propagations, including reflection, 
interference, scattering, and shadowing. 

Figure 8(b) shows the result of ICN throughput. Unlike 
TCP throughput, ICN throughput for direct waves only was 
higher than that of the reflected waves at φ < 50°, but worse 
with that of both the floor- and wall-reflecting conditions. This 
is because ICN layer performance improves when received 
with the reflected waves’ assistance. Similarly, this is also the 
case with θ  > 5°. Although TCP throughput performs 
reasonably well, ICN throughput has different characteristics, 
i.e., its maximum values are significantly worse than those of 
TCP throughput. 

These are several conceivable reasons for these 
observations: mismatched beamforming of mmWaves, 
significant bugs in the Cefore platform, or TCP algorithm 
inefficiency for mmWave communications. Therefore, we 
should seriously consider integrating the overall protocol 
stack across application, network (transport), and physical 
layers as it is beyond the scope of this paper. 

VI. DEMONSTRATION OF AIR-TO-GROUND INTEGRATED 

ICWSN 

In this section, we present the experimental results, 
including application demonstrations, for our air-to-ground 
integrated ICWSN system. We implemented an aerial node 
device and evaluated its network performance using 
mmWaves, demonstrating the video-streaming app in our test 
fields using the implemented device. In addition, as an SN 
device, we present a prototype testbed designed to function as 
a zero-touch edge-side node for reliable and self-organization 
capabilities. 

A. Development of ARN device 

The ARN device consists of a control computer, camera, 
and CN mounted on the UAV, as shown in Figure 9. Note that 
we used an industrial drone with a payload capacity of several 
kilograms. The placement of each component was balanced 
and adjusted for uninterrupted flight operation. The control 
signals for drone flight used the licensed VUHF band radio 
rather than using mmWave communications. The control 
computer used the Advantech Brain Unit for Drone (BUD) 
device (two-core 1.8 GHz Intel Atom E3930 CPU, 4 GB 
RAM, and Ubuntu 20.04 OS). The camera and CN were 
connected to the computer via USB and Ethernet (wired LAN) 
cables, respectively. As shown in Figure 10, due to Japan’s 
Radio Act and Civil Aeronautics Act regulations, the UAV 
flew captive flights (not free), anchored by a mooring rope 
with an integrated LAN cable for PoE to the CN. Figure 11 
shows the network model of the experiment. For the end-user 
terminal, a PC (two-core 1.3 GHz Intel Core i5U CPU, 8 GB 
RAM, and Ubuntu 20.04 OS) was directly connected to the 
DN on the PBS, and static IP addresses were assigned to the 
ARN and PC. 

B. Experimental results 

Let 𝑑 denote the distance between the ARN and PBS. To 
establish communication, UAVs hovered at a location where 
𝑑 = 10 m and at an altitude of 5 m, matching PBS height with 
the antenna surfaces facing each other. Under these conditions, 
the TG link could be reconstructed, including the 
beamforming direction. TCP throughput was measured every 
1 s for 30 s using iPerf3. The ICN throughput was the mean 
value of the three measurements for three different file fetches. 
The same methodology was used as in Section V. 

Figure 12 shows the results of network performance. As 
shown in Figure 12(a), the average TCP throughput was 
891 Mbit/s (median value) and 735, 787, and 899 Mbit/s (in 
mean value) in the cases where 𝑑  = 10, 20, and 30 m, 
respectively. Note that in the physical layer, the TG can 
support data transfer rates up to 1,925–4,620 Mbit/s, but as the 
devices only support Gigabit Ethernet (GbE), this causes a 
bottleneck. Figure 12(b) shows the variance of TCP 
throughput. The standard deviation decreases when 𝑑 
increases because the UAV moves vertically and horizontally 
(including roll and pitch), even if it is stably hovering in a 
fixed position. This movement affects the mmWave feature 
(i.e., straight radio propagation and directional beamforming), 
which can be relatively small for far distances of 𝑑. 

 
(a) TCP throughput 

 

 
(b) ICN throughput 

 

Figure 8. Results of network performance in mmWaves: (a) TCP 

throughput and (b) ICN throughput 
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As shown in Figures 12(c) and (d), the average ICN 
throughputs are 12.2, 13.0, and 14.6 Mbit/s, and the average 
jitters are 712, 669, and 583 μs for 𝑑  = 10, 20, and 30 m, 
respectively. These results have the same characteristics as 
those of TCP evaluations shown in Figures 12(a) and (b). The 
ICN throughput is much lower than that of TCP because the 

latency causing mmWave propagations affects the ICN layer, 
and Cefore cannot optimally work, which is for wired LANs. 

C. Demonstration of video-streaming application 

To demonstrate information provisioning for disaster-
stricken areas, the ARN performed live video broadcasting 
from the sky to the PC (connected to the ground PBS). 
Figure 13 shows a screenshot of the streaming video image as 
received by the PC. The ICN platform Cefore supports both 
stored file transmissions (including cached data) and real-time 
transmissions. On the basis of the literature [36], the ARN 
used the “cefputstream” command for live video broadcasting 
from the UAV-mounted camera, while the PC used the 
“cefgetstream” command to receive the video. 

Obtaining a bird’s-eye view of disaster areas from the sky 
is crucial, and seamless real-time reception is vital. Figure 13 
shows screenshot of the PC during the demonstration, 
demonstrating this capability, although motion cannot be 
depicted in a static image. Some lag was observed during the 
video-streaming-delivery experiment between the air and 
ground in the test field and test devices, despite no such issues 
being present in the preliminary ground-based delivery 
experiments. 

D. Development of SN testbed device for future deployment 

As mentioned in the previous sections, the proposed 
ICWSN framework can be deployed in real cities as a smart-
city-as-a-service platform. Toward this goal, we also 
implemented a prototype SN device not limited to a specific 
application service but designed on the basis of a reliable and 

 

Figure 9. Overview of developed ARN device 

 

Figure 10. Field view of experimental site 

 

Figure 11. Network model of experimental site 

 

 

Figure 12. Experimental results of network performance: (a) TCP 

throughput. (b) Standard deviation for TCP throughput. (c) ICN 

throughput. (d) Jitter versus distance between nodes 
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zero-touch design, as shown in Figure 14. Note that those who 
install or manage the system may not necessarily know the 
detailed system structures, i.e., it should be a self-organized 
mechanism when the SNs are placed in on-site fields. In 
addition, the device requires a commercial power source, 
which seems consistent with the outdoor environment 
assumed for the placement location. However, we believe this 
is not a serious problem because the node will be placed where 
the monitoring system is using a commercial power source for 
the central system. For example, in a water-gate control 
system in a disaster-resilient system and a plastic greenhouse 
in a smart agriculture system, the actuator and robots need a 
commercial supply that is sufficiently large compared with 
that for the SN device. 

As shown in Figure 14(a), the developed SN device was 
designed to be waterproof since it would be placed in extreme 
outdoor environments, such as greenhouses and disaster-strike 
areas. As shown in Figure 14(b), the device adopts a zero-
touch design; namely, all that is required is pressing the power 
button after connecting the device to a commercial power 
supply. Figure 14(c) shows the internal view of the device. We 
avoided installing mechanical structures, such as motor-
driven systems and air-cooling fans to improve the system’s 
reliability. The control computer used an EPC-S020, which 
was presented in Section IV. The other components were the 
power supply unit and internal network layer-2 switching hub. 
As shown in Figure 14(d), the sensors and other modules were 
mounted outside the case. The device can be equipped with 
sensor connections having serial connections, such as RS-
232/485 (Modbus), making it a general-purpose design for 
compatibility and scalability. As shown in Figure 14(e), the 
inside and outside of the device can be connected via a 
waterproof connector. 

VII. CONCLUSION 

In this paper, we presented a development of test fields and 
test devices as part of an ecosystem of UAV-aided mmWave 
ICWSNs aimed at deploying smart cities. We illustrated the 
computer-calculation capabilities and fundamental 
characteristics in mmWaves for feasibility evaluations based 
on network performance. In addition, we demonstrated a 
wideband video-streaming application for distributing 
disaster-related information and illustrated a prototype SN 
device for smart-city deployment. In future work, we plan to 
construct stable mmWave networks in an actual city and 
deploy the proposed ecosystem on it. 
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Abstract—This paper tackles a Virtual Machine (VM) migra-
tion control problem to maximize the progress (accuracy) of in-
formation processing tasks in multi-stage information processing
systems. The conventional methods for this problem are effective
only for specific situations, such as when the system load is high.
In this paper, in order to adaptively achieve high accuracy in
various situations, we propose a VM migration method using a
Deep Reinforcement Learning (DRL) algorithm. It is difficult to
directly apply a DRL algorithm to the VM migration control
problem because the size of the solution space of the problem
dynamically changes according to the number of VMs staying
in the system while the size of the agent’s action space is fixed
in DRL algorithms. To cope with this difficulty, the proposed
method divides the VM migration control problem into two
problems: the problem of determining only the VM distribution
(i.e., the proportion of the number of VMs deployed on each
edge server) and the problem of determining the locations of
all the VMs so that it follows the determined VM distribution.
The former problem is solved by a DRL algorithm, and the
latter by a heuristic method. This approach makes it possible to
apply a DRL algorithm to the VM migration control problem
because the VM distribution is expressed by a vector with a fixed
number of dimensions and can be directly outputted by the agent.
The simulation results confirm that our proposed method can
adaptively achieve quasi-optimal accuracy in various situations
with different link delays, types of the information processing
tasks and the number of VMs.

Keywords-Multi-stage information processing system; VM mi-
gration control; Deep reinforcement learning; Deep Deterministic
Policy Gradient (DDPG)

I. INTRODUCTION

This paper is an extended and improved version of an earlier
paper presented at the IARIA International Conference on
Networks (ICN 2024) [1] in Barcelona, Spain.

In recent years, ultra-real-time services, such as Cross
Reality (XR) and automated driving, are expected to appear.
In these services, information processing tasks requested by
clients need to be executed immediately (e.g., on the order
of milliseconds) and the progress (accuracy) of the processing
results should be as high as possible.

A multi-stage information processing system [2] [3] is one
of the promising candidates for the edge computing infrastruc-
tures for ultra-real-time services. In the system, information
processing tasks requested by clients are executed in parallel
by an edge server and a data center. The edge server prioritizes
responsiveness over accuracy; it returns the highly responsive
but low accurate processing results to the clients while the
data center prioritizes accuracy over responsiveness; it return
the highly accurate but low responsive processing results to
the clients. When operating ultra-real-time services in a multi-
stage information processing system, it is important to maxi-
mize the accuracy of information processing tasks executed by
the edge servers while satisfying the responsiveness requested
by clients.

Previous researches on multi-stage information processing
systems focused on improving the accuracy of information
processing tasks executed by edge servers through Virtual Ma-
chine (VM) migration control [2] [3]. VM migration control
dynamically migrates VMs, which execute the information
processing tasks requested by clients on edge servers, among
multiple edge servers, which leads to effective use of CPU
resources on edge servers, appropriate adjustment of CPU
times allocated to the tasks and reduction of the communi-
cation delay between clients and VMs, thereby improving the
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accuracy of the tasks. In the previous researches, as heuristic
methods for VM migration control, VM sweeping method [3],
VM number averaging method [3], early-blooming type pri-
ority processing method [2], and late-blooming type priority
processing method [2] were proposed and their effectiveness
were confirmed. These methods are, however, effective only in
specific situations, such as when the system load is high and
the type of information processing tasks is the late-blooming
type. Since the system load and the type of information
processing tasks change dynamically, VM migration control
that can adaptively achieve high accuracy in a wide variety of
situations is needed.

In this paper, in order to adaptively achieve high accuracy
in a variety of situations, we propose a VM migration method
using a Deep Reinforcement Learning (DRL) algorithm. DRL
algorithms are expected to adaptively achieve a quasi-optimal
performance in a variety of situations through interactions
between a learning agent and a dynamically changing envi-
ronment. On the other hand, it is difficult to directly apply a
DRL algorithm to the VM migration control problem because,
in the problem, the size of the solution space dynamically
changes according to the dynamic changes in the number
of VMs staying in the system while the size of the agent’s
action space is fixed in DRL algorithms, and consequently
it is difficult for the agent to directly output an solution for
the problem. To cope with this difficulty, in this paper, we
divide the VM migration control problem into two problems:
the problem of determining only the VM distribution (i.e.,
the proportion of the number of VMs deployed on each edge
server) and the problem of determining the locations of all
the VMs so that it follows the determined VM distribution.
The former problem is solved by a DRL algorithm, and the
latter by a heuristic method. This approach makes it possible
to apply a DRL algorithm with a fixed action space size to the
VM migration control problem because the VM distribution
is expressed by a vector with a fixed number of dimensions
and can be directly outputted by the agent.

The rest of this paper is organized as follows. Section II
introduces related work on VM migration control. Section III
describes the multi-stage information processing system and
the VM migration control problem. In Section IV, we propose
a VM migration method using a DRL algorithm. In Section
V, we evaluate the effectiveness of our proposed method with
computer simulations. In Section VI, we summarize the paper.

II. RELATED WORK

The previous researches in [4]–[11] tackle VM migration
control problems in server migration services, and propose
heuristic methods [4] [6], mathematical programming meth-
ods [5], [7]–[9], [11], and Q-learning methods [10]. These
methods, however, aim at improving the communication qual-
ity between clients and VMs and reducing network power
consumption, and do not consider the accuracy of information
processing tasks.

The previous researches in [2] [3] tackle VM migration con-
trol problems in multi-stage information processing systems,
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Figure 2. Flow of information processing in a multi-stage information
processing system.

and propose the heuristic methods; VM sweeping method [3],
VM number averaging method [3], early-blooming type pri-
ority processing method [2], and late-blooming type priority
processing method [2]. These methods are, however, effective
only in specific situations. For example, the VM sweeping
method is shown to be effective only in situations where the
system load is high and the type of information processing
tasks is the late-blooming type. Since the system load and the
type of information processing tasks change dynamically, VM
migration control that can adaptively achieve high accuracy in
a wide variety of situations is needed.

The previous researches in [12] [13] tackle VM migration
control problems in mobile edge computing, and propose VM
migration methods using Deep Q-Network (DQN) [14], which
is a kind of DRL algorithms. These methods, however, can
only be applied to VM migration control problems with a
single VM because the size of an agent’s action space is
fixed in DQN, and cannot be applied to VM migration control
problems with multiple VMs.

III. MULTI-STAGE INFORMATION PROCESSING SYSTEMS

As shown in Figure 1, a multi-stage information processing
system consists of edge servers located proximate (e.g., base
stations) to clients and data centers located distant from them.
The system provides clients with both highly responsive and
highly accurate processing results by executing information
processing tasks in parallel at the edge servers and the data
centers.
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Figure 2 shows the flow of information processing in a
multi-stage information processing system. A client requests
both an edge server and a data center to process its task
in parallel. When the response time permitted by the client
approaches, the edge server terminates its processing to meet
the permitted response time and returns the highly responsive
processing result to the client. The data center, on the other
hand, accomplishes its processing and returns the highly
accurate processing result to the client.

In this paper, we adopt the accuracy model (i.e., the rela-
tionship between the CPU time (tCPU ) allocated to a task and
the accuracy (f(tCPU )) of the task) in [3]. Figure 3 shows
the accuracy model. In the model, the accuracy of the task is
calculated as follows.

f(tCPU ) = (
tCPU
Tcomp

)

log(0.5)

log(HALFtime
Tcomp

) (1)

where Tcomp represents the time for the task to be completed
(i.e., accuracy reaches 1.0) and HALF time represents the time
for the task to reach accuracy of 0.5. Tasks are classified based
on their HALF time. The tasks with HALF time shorter than
0.5 Tcomp are classified into early-blooming type, those with
HALF time of 0.5 Tcomp are classified into linear type, and

!
!
! !
!
!

!"#$%&'%(&)*+"&,%(-./$0!!

!"#$

!"#%

!"#"

&'()#*)+,)+#$

&'()#*)+,)+#%

&'()#*)+,)+#!

Figure 5. Size of solution space in VM migration control problem.

those with HALF time longer than 0.5 Tcomp are classified
into late-blooming type.

In this paper, we tackle a VM migration control problem
among multiple edge servers for maximizing the accuracy
of information processing tasks executed by edge servers
while satisfying the responsiveness requested by the clients
(Figure 4). The objective of the problem is to maximize the
sum of accuracies of all the information processing tasks. VM
migration enables effective use of CPU resources on edge
servers, appropriate adjustment of CPU times allocated to
the tasks and reduction of the communication delay between
clients and VMs, thereby improving the accuracy of the tasks.
On the other hand, VM migration stops the execution of the
tasks during the VM migration time, which may decrease the
accuracy of the tasks. We need to carefully determine the
locations of the VMs with consideration of the pros and cons
of VM migration.

IV. PROPOSED METHOD

In this paper, in order to adaptively achieve high accuracy
in a variety of situations, we propose a VM migration method
using a Deep Reinforcement Learning (DRL) algorithm. In
reinforcement learning, an agent learns policy (i.e., how to map
a situation to an action) from interactions with an environment
in discrete timesteps. At each timestep t, the agent observes
state st of the environment, takes action at and receives reward
rt. The objective of the agent is to acquire the policy that max-
imizes the discounted cumulative reward Rt =

∑T
i=t γ

i−tri
where γ ∈ [0, 1] is the discount rate. We believe that DRL
is promising for VM migration control because the agent can
adaptively learn an appropriate policy in accordance with the
dynamically changing environment.

With regard to applying a DRL algorithm to a VM migration
control problem in multi-state information processing systems,
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Figure 7. Interaction between the DDPG agent and the environment.

it should be noted that the size of the solution space (i.e.,
the total number of all possible solutions) of the problem
dynamically changes according to the dynamic changes in the
number of VMs staying in the system. As shown in Figure 5,
the size of the solution space is EK where E is the number
of edge servers and K is the number of VMs, and the size of
the solution space EK dynamically changes according to the
number of VMs K. On the other hand, the size of the agent’s
action space in DRL algorithms is fixed. For example, an agent
in Deep Deterministic Policy Gradient (DDPG) [15] outputs
a vector with a fixed number of dimensions. Therefore, it is
difficult for an agent to directly output an solution for the VM
migration control problem.

To cope with the dynamic change in the size of solution
space, we divide the VM migration control problem into two
problems (Figure 6): the problem of determining only the
VM distribution (i.e., the proportion of the number of VMs

deployed on each edge server) and the problem of determining
the locations of all the VMs so that it follows the determined
VM distribution. The former problem is solved by a DRL
algorithm, and the latter problem is solved by a heuristic
method. This approach makes it possible to apply a DRL
algorithm with a fixed action space size to the VM migration
control problem because the VM distribution is expressed by a
vector with a fixed number of dimensions and can be directly
outputted by an agent.

We adopt DDPG [15] as a DRL algorithm. DDPG approx-
imates both a policy function µ(s|θ) (Actor) and an action-
value function Q(s, a|ϕ) (Critic) with deep neural networks.
Actor µ(s|θ) maps a given state to an action to be taken. Critic
Q(s, a|ϕ) maps a given state-action pair to the expected value
of the discounted cumulative reward if the action is taken
under the state. During the training phase, Critic Q(s, a|ϕ)
and Actor µ(s|θ) are updated using experiences, which are
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expressed with the tuple (st, at, rt, st+1), obtained in interac-
tions with the environment. As for Critic Q(s, a|ϕ), weights
ϕ of Q(s, a|ϕ) are updated with a gradient decent method so
that the following loss L is minimized:

L = E
[
(yt −Q(s, a|ϕ))2

]
(2)

where yt = rt + γQ(st+1, µ(st+1|θ)|ϕ). As for Actor µ(s|θ),
weights θ of µ(s|θ) are updated with a gradient ascent method
so that the performance (J) of the actor (i.e., expected value
of the discounted cumulative reward) is maximized. In the
gradient ascent method, the policy gradient ∇θJ is calculated
by applying the chain rule to J with respect to weights θ as
follows.

∇θJ ≈ E
[
∇θQ(s, a|ϕ)

]
= E

[
∇aQ(s, µ(s|θ)|ϕ)∇θµ(s|θ)

]
(3)

In DDPG, Actor can output the VM distribution (i.e., the
proportion of the number of VMs deployed on each edge
server) as an action because it can operate over continuous
action space. As well as DQN [14], DDPG adopts experience
replay and target network techniques in order to train Actor
and Critic in a stable and robust way.

Figure 7 depicts an interaction between a DDPG agent
and an environment, which corresponds to the VM migration
control problem. When applying a DRL algorithm to the VM
migration control problem, we need to define action, state,
and reward in accordance with the problem. Action at of the
agent is defined as the VM distribution (i.e., the proportion
of the number of VMs deployed on each edge server), and is
expressed with the following equation.

at = (p1, p2, . . . , pE) (4)

where pi is the proportion of the number of VMs deployed
on edge server i. State st of the environment is defined as the
numbers of VMs deployed on edge servers for observing the
load of each edge server, and is expressed with the following
equation.

st = (d1, d2, . . . , dE) (5)

where di is the number of VMs deployed on edge server i.
Reward rt is defined as the total increase in accuracy of all
the tasks during the period from the last VM migration control
to the current one.

Algorithm 1 in Figure 8 shows the procedure of our pro-
posed method. In line 1, we generate Actor µ(s|θ) and Critic
Q(s, a|ϕ), and randomly initialize weights θ and ϕ. In lines
2 and 3, we generate the target networks of Actor and Critic,
initialize their weights with those of Actor and Critic, and
initialize replay buffer R, which stores a set of experiences for
experience replay. The procedures in lines 4 to 17 and those
in lines 7 to 16 are repeated for each episode and for each
timestep of the episode, respectively. In lines 8 to 11, the agent
selects action at (i.e., VM distribution), determines locations
of all the VMs by the heuristic, observes reward rt and next
state st+1, and stores the obtained experience (st, at, rt, st+1)

Algorithm 1 Procedure of our proposed method

1: Randomly initialize weights θ of Actor µ(s|θ) and weights
ϕ of Critic Q(s, a|ϕ)

2: Initialize weights of Actor’s target network µ′(s|θ′) and
Critic’s target network Q′(s, a|ϕ′): θ′ ← θ，ϕ′ ← ϕ

3: Initialize replay buffer R
4: for episode = 1, M do
5: Initialize a random noise N for action exploration
6: Observe initial state s1 from the environment
7: for t = 1, T do
8: Select VM distribution at = µ(st|θ) +Nt as action
9: Determine locations of all the VMs by the heuristic

method among the VM locations that follow the
determined VM distribution at, and migrates the
VMs

10: Observe reward rt and the next state st+1

11: Store experience (st, at, rt, st+1) in R
12: Sample a random minibatch of N experiences

(si, ai, ri, si+1) from R
13: Learning of Critic:

Calculate target value yi:
yi = ri + γQ′(si+1, µ

′(si+1|θ′)|ϕ′)
Update weights ϕ with a gradient descent method so
that loss L = 1

N

∑
i(yi−Q(si, ai|ϕ))2 is minimized

14: Learning of Actor:
Calculate policy gradient ∇θJ :
∇θJ ∝ 1

N

∑
i∇aQ(si, µ(si|θ)|ϕ)∇θµ(si|θ)

Update weights θ with a gradient ascent method so
that performance of Actor J is maximized

15: Update weights of target networks:
θ′ ← τθ + (1− τ)θ′

ϕ′ ← τϕ+ (1− τ)ϕ′

16: end for
17: end for

Figure 8. Procedure of our proposed method.

to the replay buffer. Please note that a random noise N is
added to the output by Actor for action exploration. In lines 12
to 15, we train Actor, Critic and target networks. In line 13, we
update weights ϕ of Critic Q(s, a|ϕ) with a gradient descent
method. Please note that we use target networks Q′(s, a|ϕ′)
and µ′(s|θ′) instead of Critic Q(s, a|ϕ) and Actor µ(s|θ) for
calculating target value yi. In line 14, we update weights θ of
Actor µ(s|θ) with a gradient ascent method. In line 15, we
update weights of target networks.

After determining the VM distribution, we determine the
locations of all the VMs by a heuristic method so that it
follows the determined VM distribution. In this paper, we
adopt a minimum client-VM delay method as the heuristic
method. The minimum client-VM delay method selects the
VM location with the minimum sum of the delays between
clients and VMs in a brute force manner among the VM
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locations that follow the VM distribution determined by the
DDPG agent.

V. PERFORMANCE EVALUATION

In this section, we evaluate our proposed method with
computer simulations. Section V.A explains the simulation
model. Section V.B shows the evaluation results.

A. Simulation Model

We developed the VM migration control simulator and
the DDPG agent with OpenAI Gym [16] and Keras-rl [17],
respectively. Table I summarizes the parameter settings as to
the DDPG agent. We adopt the same parameter values as
those used by the DDPG agent in Keras-rl [17] because the
previous research [15] reports that a DDPG agent with the
same parameter setting successfully solved various physics
tasks.

The left side of Figure 9 shows the network model. The
network consist of four edge servers, which are connected
in a full mesh manner. An edge server equally allocates its
CPU time to all the VMs located on it. A VM is individually
generated for each client, that is, the number of VMs is equal
to the number of clients. We set the response time permitted by
a client to 110 [ms] and the completion time of an information
processing task (Tcomp) to 110 [ms].

In order to evaluate whether our proposed method can
adaptively cope with various situations, we change 1) link
delay, 2) task type, and 3) total number of clients as follows.

1) link delay
We assume that the delays of all the links are identical.
We set the delay of each link to one of the following
values: 1, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 [ms].

2) task type
We assume that task type (i.e., HALF time) of all the
information processing tasks are identical. We set HALF
time of each task to either (1) 11 [ms] (= 0.1 ×Tcomp)
assuming the task type is the early-blooming type, (2)
55 [ms] (= 0.5 ×Tcomp) assuming the task type is the
linear type, or (3) 99 [ms] (= 0.9 ×Tcomp) assuming the
task type is the late-blooming type.

3) total number of clients
We set the total number of clients that join the system
(and the corresponding VMs) to either four or eight.

During an episode of the simulation, the following events
occur (right side of Figure 9). When an episode starts, four
or eight clients join the system in turn at time 0.1 [ms] with
the interval of 0.1 [ms]. The locations of all the clients are
fixed at edge server 1 during the episode. The initial locations
of all the VMs are set to edge server 1. At time 3 [ms], we
perform the first VM migration control. Then, at time 103
[ms], we perform the second VM migration control. Lastly,
all the clients leave the system in turn at time 110.1 [ms] with
the interval of 0.1 [ms]. The first VM migration control aims
at determining the locations of the VMs during the episode
and the second VM migration control aims at obtaining the
reward and the experience for training the DDPG agent.

TABLE I
PARAMETER SETTINGS

Parameter Value
Number of training episodes (M ) 10,000

Discount rate (γ) 0.99
Number of hidden layers Actor：2，Critic：5

Number of neurons in a hidden layer Actor：256, 256，
Critic：16, 32, 32, 256, 256

Activation function of hidden layers Actor：relu，Critic：relu
Learning rate (α) Actor：0.001，Critic：0.002

Noise process for action exploration (N ) Ornstein-Uhlenbeck process
Size of replay buffer 10,000
Minibatch size (N ) 64

Weights of updated parameters
when updating the weights of

target networks (τ )
0.005
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Figure 9. Network model and events in an episode.

We compare our proposed method with the following meth-
ods.

• VM sweeping method [3]
It classifies all the edge servers into a congested edge
server and working edge servers. On each of the working
edge servers, a single VM with higher accuracy increase
rate is individually deployed so that the VM can occupy
the CPU time on the edge server. On the congested edge
server, the remaining VMs are aggregated.

• VM number averaging method [3]
It equally distributes all the VMs to all the edge servers
for load balancing.

• Non-migration method
It fixes all the VMs at their initial edge server (i.e., edge
server 1).

• Minimum client-VM delay method
It locates each of the VMs on the edge server most
proximate to its client.

B. Evaluation Results

Figure 10 shows the average accuracy as a function of
link delay for all the VM migration methods when the task
type is the early-blooming type (HALF time = 11 [ms]) and
the total number of clients (and the corresponding VMs) is
four. The average accuracy of our proposed method (DDPG
+ Minimum client-VM delay method) is plotted with 95%
confidence interval of 50 trials because it varies trial-by-trial
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Figure 10. Average accuracy as a function of link delay (HALF time: 11
[ms], Total number of clients: 4).
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Figure 11. Average accuracy as a function of link delay (HALF time: 55
[ms], Total number of clients: 4).

depending on the initial weights of Actor and Critic, and the
noises for action exploration.

Both non-migration method and minimum client-VM delay
method show the constant accuracy of about 0.65 regardless of
the link delay. This is because these methods always fix all the
VMs at their initial edge server (edge server 1) regardless of
the link delay. Both VM sweeping method and VM number
averaging method achieve the maximum accuracy of about
0.98 when the link delay is 1 [ms], and the accuracy decreases
as the link delay increases. This is explained as follows. These
methods always distribute the VMs to all the edge servers so
that a VM is individually located at an edge server regardless
of the link delay. As the link delay increases, the VM migration
time and the communication delay between the client and the
VM increases, and consequently the CPU time allocated to
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Figure 12. Average accuracy as a function of link delay (HALF time: 99
[ms], Total number of clients: 4).

the task decreases after completing the VM migration.
We compare the performances of non-migration method,

minimum client-VM delay method, VM sweeping method, and
VM number averaging method. When the link delay is shorter
than or equal to 40 [ms], VM sweeping method and VM
number averaging method achieve 12 to 50% higher accuracy
than non-migration method and minimum client-VM delay
method. Therefore, in this case, it is desirable to distribute
all the VMs to different edge servers. When the link delay
is longer than or equal to 50 [ms], non-migration method
and minimum client-VM delay method achieve 17 to 70 %
higher accuracy than VM sweeping method and VM number
averaging method. Therefore, in this case, it is desirable to fix
all the VMs at their initial edge server.

We focus on the performance of our proposed method.
When the link delay is shorter than or equal to 40 [ms], our
proposed method 1) achieves 10 to 49% higher accuracy than
non-migration method and minimum client-VM delay method,
and 2) achieves almost as high accuracy (at most 2% lower
accuracy) as VM sweeping method and VM number averaging
method, by successfully learning the policy that distributes all
the VMs to all the edge servers similarly to VM sweeping
method and VM number averaging method in most trials.
When the link delay is longer than or equal to 50 [ms], our
proposed method 1) achieves 9 to 68% higher accuracy than
VM sweeping method and VM number averaging method,
and 2) achieves almost as high accuracy (at most 6% lower
accuracy) as non-migration method and minimum client-VM
delay method, by successfully learning the policy that fixes all
the VMs at their initial edge servers similarly to non-migration
method and minimum client-VM delay method in most trials.

Figure 11 shows the average accuracy as a function of link
delay for all the VM migration methods when the task type
is changed to the linear type (HALF time = 55 [ms]) and the
total number of clients is four. All of the conventional methods
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select the same VM locations as those in Figure 10 because
they determine VM locations without considering the task
type; non-migration method and minimum client-VM delay
method fix all the VMs at their initial locations while VM
sweeping method and VM number averaging method distribute
all the VMs to all the edge servers.

When the link delay is shorter than or equal to 50 [ms], VM
sweeping method and VM number averaging method achieve
14 to 289% higher accuracy than non-migration method and
minimum client-VM delay method because distributing the
VMs to all the edge servers leads to more efficient use of
CPU resources of all the edge servers thanks to short VM
migration time. When the link delay is longer than or equal
to 60 [ms], all the conventional methods shows the identical
accuracy because only the VMs fixed at the initial edge server
can execute the tasks due to long VM migration time, and
those VMs achieve the identical accuracy in total regardless
of their numbers for the linear model.

Our proposed method achieves almost as high accuracy (at
most 16% lower accuracy) as VM sweeping method and VM
number averaging method when the link delay is shorter than
or equal to 50 [ms]. In most trials, our proposed method
successfully learns the policy that distributes all the VMs to all
the edge servers similarly to VM sweeping method and VM
number averaging method. In addition, our proposed method
achieves almost as high accuracy (at most 9% lower accuracy)
as all the conventional methods when the link delay is longer
than or equal to 60 [ms]. Although our proposed method learns
various policies that determine different VM locations, most
policies deploy at least one VM on the initial edge server,
which leads to achieving the comparable accuracy as all the
conventional methods.

Figure 12 shows the average accuracy as a function of link
delay for all the VM migration methods when the task type
is changed to the late-blooming type (HALF time = 99 [ms])
and the total number of clients is four. All of the conventional
methods select the same VM locations as those in Figures 10
and 11.

Both non-migration method and minimum client-VM delay
method show the accuracy close to zero regardless of link
delay. This is because these methods fix all of the four VMs
at the initial edge server and each of the VM is assigned only
one fourth of the CPU time of the edge server, which is not
enough for the late-blooming tasks to increase the accuracy.
Both VM sweeping method and VM number averaging method
achieve the accuracy of 0.70 when the link delay is 1 [ms],
and the accuracy decreases as the link delay increases because
the accuracies achieved by the three VMs distributed to edge
servers 2, 3 and 4 decrease due to longer VM migration time.
Our proposed method achieves almost as high accuracy (at
most 18% lower accuracy) as VM sweeping method and VM
number averaging method by successfully learning the policy
that distributes all the VMs to all the edge servers similarly
to VM sweeping method and VM number averaging method
in most trials.

The average accuracy as a function of link delay for all the

VM migration methods when the total number of clients is
changed to eight are depicted in Figures 13, 14 and 15. Please
note that VM sweeping method selects VM locations different
from those by VM number averaging method; VM sweeping
method distributes a single VM to each of edge servers 2, 3
and 4 and fixes the remaining five VMs at the initial edge
server while VM number averaging method distributes two
VMs to each of edge servers 2, 3 and 4 and fixes the remaining
two VMs at the initial edge server. Non-migration method and
minimum client-VM delay method fix all the VMs at their
initial edge server.

In Figure 13 where the task type is the early-blooming type
(HALF time = 11 [ms]), when the link delay is shorter than
or equal to 20 [ms], VM number averaging method achieves
higher accuracy than VM sweeping method because the VMs
distributed to edge servers 2, 3 and 4 in the former method gain
higher accuracy than the VMs fixed at the initial edge server
in the latter method. For example, when the link delay is 1
[ms], all the VMs gain accuracy of about 0.80 in VM number
averaging method while the five VMs fixed at the initial edge
server gain only accuracy of about 0.61 and the three VMs
distributed to edge servers 2, 3 and 4 gain accuracy of about
0.98 in VM sweeping method. When the link delay is longer
than or equal to 40 [ms], VM sweeping method conversely
achieves higher accuracy than VM number averaging method.
This is explained as follows. As the link delay gets longer,
the accuracy gained by the VMs distributed to edge servers
2, 3 and 4 decrease and the accuracy is dominated by those
gained by the VMs fixed at the initial edge server. Because
VM number averaging method fixes more VMs than VM
number averaging method, the former method achieves higher
accuracy than the latter.

Our proposed method achieves almost as high accuracy (at
most 2% lower accuracy) as the best conventional methods
by successfully learning the same policies as 1) VM number
averaging method when the link delay is shorter than or equal
to 30 [ms], 2) VM sweeping method when the link delay is 40
[ms], and 3) non-migration method and minimum client-VM
delay method when the link delay is longer than or equal to
50 [ms], in most trials.

In Figure 14 where the task type is the linear type (HALF
time = 55 [ms]), our proposed method also achieves almost as
high accuracy (at most 14% lower accuracy) as the best con-
ventional methods by successfully learning the same policies
as them in most trials.

In Figure 15 where the task type is the late-blooming type
(HALF time = 99 [ms]), VM sweeping method achieves higher
accuracy than other conventional methods when the link delay
is shorter than or equal to 10 [ms]. This is because only
the VM that is individually deployed at an edge server and
occupies the CPU time on it can obtain high accuracy for
the late-blooming type tasks. In VM sweeping method, each
of the three VMs distributed to edge servers 2, 3 and 4 can
occupy the CPU time while in other conventional methods,
no VM occupies the CPU time. In VM sweeping method, the
accuracy decreases as the link delay increases due to longer



124International Journal on Advances in Networks and Services, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/networks_and_services/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

0 10 20 30 40 50 60 70 80 90 100

Link delay [ms]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

A
v
e
ra

g
e
 a

c
c
u
ra

c
y

VM sweeping method

VM number averaging method

Non-migration method

Minimum client-VM delay method

DDPG + Minimum client-VM delay method

Figure 13. Average accuracy as a function of link delay (HALF time: 11
[ms], Total number of clients: 8).
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Figure 14. Average accuracy as a function of link delay (HALF time: 55
[ms], Total number of clients: 8).

VM migration time.
When the link delay is 1 [ms], our proposed method

achieves almost as high accuracy (about 23% lower accuracy)
as VM sweeping method by learning the policies that individ-
ually deploy a single VM on three of all the four edge servers
in most trials. When the link delay is longer than or equal
to 10 [ms], our proposed method achieves higher accuracy of
about 0.12 by learning the policies that fix only a single VM
at the initial edge server and making it occupy the CPU time
of it without the VM migration time while all the conventional
methods show the accuracy close to zero.

VI. CONCLUSIONS

In this paper, we proposed a VM migration method using a
DRL algorithm in order to adaptively achieve high accuracy
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Figure 15. Average accuracy as a function of link delay (HALF time: 99
[ms], Total number of clients: 8).

of information processing tasks in various situations for multi-
stage information processing systems. Our proposed method
divides the VM migration control problem into two problems:
the problem of determining only the VM distribution and the
problem of determining the locations of all the VMs so that it
follows the determined VM distribution. Our proposed method
solves the former problem by a DRL algorithm and the latter
problem by the minimum client-VM delay method. In order
to evaluate whether our proposed method can adaptively cope
with various situations, we performed simulation evaluations
with different 1) link delays, 2) types of the tasks and 3)
the number of VMs. The simulation results confirm that
our proposed method can adaptively achieve quasi-optimal
accuracy in those situations.
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